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and basic mobile phones without touch displays had such fates. 
In pharmacology and agriculture, some inhibitors of cyclooxy-
genase-2 or particular classes of pesticides are prominent exam-
ples of usefulness re-evaluation. 

Some fields have developed their own culture of such eval-
uations, and important principles have been established for the 
judgement procedure. In medicine, it has become clear that “use-
fulness” is a multi-dimensional issue (Fig. 1): A first approach 
to judge drugs would address their “efficacy”. Do they activate/
block the desired target; how potently and how effectively? And 
does this lead to a desired effect (change of a disease symptom 

1 Setting the scene

All important technologies, procedures, materials, and process-
es need re-evaluation from time to time. Even those that changed 
the world, dominated the market, or greatly advanced civilization 
and/or knowledge may at some point need an update. Alterna-
tively, they may become obsolete, be discontinued, or be relegat-
ed to niche applications; sometimes they are merged with other 
technologies to result in something new. Steam engines, electric 
lightbulbs, typewriters, leather skiing boots, the space shuttle 
program, CD drives on computers, cathode-ray tube monitors, 
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Abstract
Banning or reduction of the use of animals for laboratory experiments is a frequently-discussed societal and scientific 
issue. Moreover, the usefulness of animals needs to be considered in any decision process on the permission of specific 
animal studies. This complex issue is often simplified and generalized in the media around the question, “Are animals 
useful as a model?” To render an often emotional discussion about animal experimentation more rational, it is important 
to define “usefulness” in a structured and transparent way. To achieve such a goal, many sub-questions need to be asked, 
and the following aspects require clarification: (i) consistency of animal-derived data (robustness of the model system); (ii) 
scientific domain investigated (e.g., toxicology vs disease modelling vs therapy); (iii) measurement unit for “benefit” (inte-
grating positive and negative aspects); (iv) benchmarking to alternatives; (v) definition of success criteria (how good is 
good enough); (vi) the procedure to assess benefit and necessity. This series of articles discusses the overall benchmarking 
process by specifying the six issues. The goal is to provide guidance on what needs to be clarified in scientific and political 
discussions. This framework should help in the future to structure available information, to identify and fill information gaps, 
and to arrive at rational decisions in various sub-fields of animal use. In part I of the series, we focus on the robustness of 
animal models. This describes the capacity of models to produce the same output/response when faced with the “same” 
input. Follow-up articles will cover the remaining usefulness aspects.
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good (beneficial) drug loses necessity if a better one is found. An 
example is the acid blocker cimetidine, which was the best-sell-
ing drug worldwide for a while, but now is only used rarely.

The above example on drugs suggests that asking simply for 
the “usefulness of animals as a model” may not consider the 
multi-dimensionality of the problem. When the value of a “mod-
el” is at question, even more dimensions may need to be consid-
ered than for a drug (e.g., the modelling purpose). 

There is a saying that there are no stupid questions. This may 
be true, but there are questions that are not helpful or that cannot 
be answered in a meaningful way. Sometimes, it is essential for 
a good discussion to ask the right questions. Examples for ques-
tions of little use are: Are potatoes healthy? Are bicycles fast? 
Is London well-situated? Do vitamins help? Are diesel engines 
useful? We feel that the question “Are animals useful as a mod-
el?” falls into this category, but the desire and motivation to learn 
more about the value of animal models are well justified. How 
do we resolve this apparent conflict? Our suggestion is to better 
specify the question and to give space to all the different layers 
of information and dimensions of reasoning that are essential to 
form an opinion on the overall issue.

2  What is needed to judge usefulness

“Usefulness” is a complex concept. In addition, the term “mod-
el” has many aspects. Thus, the question about the “usefulness 
of animals as a model” cannot be answered with yes or no, and 
it cannot be defined in two sentences. In this paragraph, we want 
to outline the landscape of approaches used to come to an evalu-
ation (Fig. 2). 

As a starting point, one may consider the features of toxico-
logical models examined in a classical validation process: rele-
vance, predictivity, and robustness (Krebs et al., 2020; Hartung et 
al., 2013; Judson et al., 2013; Hartung, 2007, 2010). 

Robustness is the easiest to handle, especially if expressed in 
its reverse form: something that is not robust is clearly not useful. 
Robustness is sometimes also called reliability or reproducibili-
ty. It means that the model will produce the same output/response 
when faced with the “same” input (Leist et al., 2008, 2014). We 
discuss robustness in more detail in the next section.

Predictivity is generally meant to describe how well the results 
of the model correlate with reality or with a gold standard. Histor-
ical data are used to measure predictivity, and it is hypothesized 
that the same correlation will apply in the future. Obviously, the 
quality of prediction will depend on the calibration (often called 
training) of the model. It will also be affected by how well the 
future situation correlates with past situations of training. Thus, 
the development of scientific fields, the application domains of a 
model, and the objectives/goals of its use play a major role. 

Relevance has been the most difficult to tackle in validation 
processes. It has several aspects, and one of the main approach-
es is to examine whether the internal working and its mechanisms 
are similar between model and reality. Sometimes relevance has 
been called “external validity” to distinguish it from internal va-

or a pathophysiologic parameter)? On the next level, one would 
ask about “benefit”. Two aspects distinguish benefit from effica-
cy: (i) modification of a target (or of a measurable efficacy param-
eter) may not benefit a diseased patient (in terms of quality of life, 
disease progression or severity of symptoms): (ii) concomitant 
adverse effects may reduce the benefit. Thus, the sum of all ad-
vantages and disadvantages for the patient must be considered. A 
third dimension goes beyond the evaluation of the drug (effects) 
as such to consider a wider context. This is often termed “necessi-
ty” or “comparative benefit”. For example, which other drugs are 
available to treat the same disease/symptom? If there are alterna-
tives that are more beneficial or cheaper or more readily available, 
the necessity for the new drug will be considered low; if no alter-
native is available, even a small benefit can be sufficient to deem 
a new drug beneficial. An important implication is that the neces-
sity, i.e., the overall value of a drug, can change with time. Even a 

Fig. 1: Three key aspects of a test methods’ practical 
usefulness
The usefulness of a test method depends on several aspects. 
There are at least three orthogonal (independent) aspects that 
affect the usefulness of any given application. Thus, several 
dimensions need to be considered when evaluating usefulness 
(e.g., of animal-based test methods). A method can be more or  
less robust (reliable in its output). At any given robustness level,  
the model has advantages and disadvantages. This ratio results 
in an overall “net benefit” (which can be negative or positive). 
Methods of a given net benefit level may be useful in a real-world 
setting in competition with other methods to solve the same 
question. The “necessity level” is the relative advantage (or 
disadvantage) compared to other methods.



Pallocca et al.

ALTEX 39(2), 2022 349

for one study, it is assumed that it is useful in general and for any 
question. The statistician George Box brought forward the fa-
mous quote, “All models are wrong, but some are useful”. This 
implies that usefulness may be related to concrete purposes and 
applications, and that (i) the value of a model can only be deter-
mined in a defined context, and that (ii) even though no model is 
100% correct, its use may be justified in some situations.

The classical elements of toxicological validation are not suffi-
cient to describe the usefulness of animals as models. Although ro-
bustness, predictivity and relevance are important, they need to be 
combined with sharp definitions of the model purpose and its ap-
plicability domain. Even with all this done, some further aspects 
need to be considered. 

First, a model is always in competition with other models. How 
good are these? The answer determines the “necessity” and the 
“competitive advantage” of a model. 

Second, no model only has advantages, it always also has costs 
and disadvantages. This information needs to be factored in to un-
derstand the overall “benefit”. Even a broken clock is right twice 
a day. This is useful at these time points, but it can be confusing 
at others. (Fig. 1)

lidity, i.e., robustness (Ferreira et al., 2020). Quantification of this 
aspect is difficult. For instance, both rodents and humans show 
chemical-induced carcinogenesis, and many mechanisms leading 
to neoplasia are similar. This example would suggest a high score 
for relevance of rodent models for human carcinogenesis. On the 
other hand, the ratios of sarcomas and carcinomas largely differ 
between the species, as do the target organs, and the role of im-
mune control. This aspect would score low on relevance. Simi-
larly, occlusion of a cerebral artery in a rodent is similar to occlu-
sion by a thrombus in humans (apparently high relevance), but 
the outcomes of pharmacological experiments in this situation are 
largely different (apparently low relevance). Several overviews 
are available that show that the relevance of animals for humans 
in biomedical and drug research is based on very thin data (Fer-
reira et al., 2020; Pistollato et al., 2020). For lack of better tools, 
“relevance” is often used as a proxy to quantify “predictivity”. 
This assumption is, strictly speaking, not correct, as there may be 
models with apparently low relevance that show a high predictiv-
ity and vice versa. 

A common, widespread fallacy in the validation process is the 
following: If a model has been found (empirically) to be useful 

Fig. 2: “Building blocks” of test method usefulness assessment
The most important concept promoted here is that asking whether animal models are useful or not in general is a problematic approach. 
We rather suggest that each specific intended use should be considered and evaluated independently. The usefulness of each application 
domain forms a self-sufficient building. Here we indicate the objective as a roof structure supported by four important columns. These 
again need to stand on a foundation of robustness. The four supporting columns (i.e., tiers of usefulness evaluation) are the net benefit 
(sum of advantages and disadvantages), the necessity (the competitiveness vs alternative approaches), the method used for quantification, 
and the choice of the decision process. The latter includes, e.g., the weight given to timing aspects, i.e., which time period is evaluated 
for usefulness. The consequence of this approach could be that some domains of animal use turn out to be solid, granite-built fortresses, 
while others are shaky sheds that crumble at the first touch.
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3  The knockout criterion: robustness

Model requirements in general
A model can be characterized in many ways, and what often 
comes to mind first is the performance of a model (specifici-
ty, sensitivity, accuracy, etc. of predictions), i.e., its predictivity. 
The internal construction of the model, i.e., its relevance, is only 
considered as second thought: How does it work, which aspects 
of the reality does it reflect well or less well, are the outcomes 
observed in the model and in reality based on the same inter-
nal steps and functional relationships of its elements, etc.? Ro-
bustness, the most important criterion, the “one to rule them all” 
(to cite a passage from Tolkien’s Lord of the Rings) is often ne-
glected, as it is taken for granted. What is this fundamental cri-
terion on which all others are built – the conditio sine qua non? 
The importance of robustness has been stressed in the editorial 
to an entire journal volume on animal models and their validity 
(Pound, 2020).

If a model is robust, it will produce the same output/response 
when given the “same” input (Leist et al., 2008, 2014). This 
means that the results should be independent of the experimenter 

Third, “measurement units” need to be established. Is “useful-
ness” measured in monetary value, in some form of ethical curren-
cy, in economic terms, in measures of reputation and fame, etc.? 

Fourth, once the measurement unit has been determined, the 
way to assess this needs to be defined. This item is less trivial than 
it sounds. Often, the question is: How good is good enough? Is a 
predictivity of 50% good? What about 5%? Is it sufficient to be 
qualitatively correct, or is a quantitative statement required? 

In this process, it also needs to be decided how much weight 
should be given to different parameters and how quantitative the 
measurement methods should be. Very important is also whether 
one considers the immediate future, the distant future, or a com-
bination thereof. In the current discussion, anecdotal evidence 
(single cases from the past) is often used as a major line of argu-
ment. A scientific approach could be an alternative: A quantifica-
tion of benefit and necessity may be performed for many fields. 
Such data may be combined in a meta-analysis using methods es-
tablished for systematic reviews. Such a comprehensive analysis 
is not yet available, but it is being attempted for some fields, and 
a committee has been set up by the National Academy of Scienc-
es of the USA to, e.g., judge the robustness of animal models.1

Fig. 3: Exemplification of aspects that determine the robustness of animal-based test methods
Five important categories are shown: 1) biological variability of the animals used (and their hygienic/health status), 2) variability caused  
by fluctuations of environmental parameters (e.g., food, noise, housing), 3) variability arising from the experimental design (e.g., statistics, 
risk of bias), the experimental procedures, and the quantification of test endpoints, 4) variability arising at the stage of data processing  
(e.g., dealing with outliers), data presentation, and post-hoc analyses, and 5) uncertainty arising from the choice of the relevant animal 
model (strain, species, etc.).

1 https://bit.ly/3JO3aBv

https://bit.ly/3JO3aBv
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2008; Busquet et al., 2020; Daneshian et al., 2015). For instance, 
CAMARADES centres2 address this point, and it has been sug-
gested that the classical 3Rs principle, replacement, reduction 
and refinement, should be expanded by three further Rs (robust-
ness, registration and reporting) for animal studies (Strech and 
Dirnagl, 2019). The fact that large initiatives deal with the issue 
suggests that the robustness of animal studies can be a real-world 
problem. 

However, there is also evidence that this may not necessarily 
be an inherent problem of high uncertainty of data derived from 
animals as a model (Kafkafi et al., 2018). It has rather been found 
that the robustness of research data is affected by aspects oth-
er than the aleatory uncertainty (variations in the system due to 
insufficient stability). There are also “human” factors, including 
weaknesses in experimental design, incomplete data reporting, 
and inadequate dealing with the risk of bias. Such shortcomings 
may be avoided by implementing adequate rules for experiment-
ers and their institutions, including mandatory study preregistra-
tion (Begley et al., 2015; Vogt et al., 2016; Bert et al., 2019).

There is a broad scientific debate on the potential to reduce the 
variability in animal studies by standardization (Richter et al., 
2009, 2010). A critical outcome of respective studies is that re-
ducing variance by rigid standardization may negatively impact 
the predictivity of animal models (Voelkl et al., 2021). This may 
require more consideration in the experimental design (Voelkl et 
al., 2020).

It has also been noted that poor reporting affects the robustness 
of animal models (Kilkenny et al., 2010). This problem should 
not occur in studies complying with the updated ARRIVE (An-
imal Research: Reporting of In Vivo Experiments) guidelines 
(Percie du Sert et al., 2020).

Robustness vs predictivity
In the discussion on robustness, the term as such has not only 
various aspects (see above) in its classical sense, but it is some-
times also used in the sense of “reliability of prediction” (van 
der Worp et al., 2010). The latter is strongly related to another 
model feature, predictivity. This fuzzy use of concepts in the lit-
erature shows that the various parameters of a model are in fact 
not fully independent of one another and are sometimes hard to 
separate (predictivity cannot be defined in the absence of robust-
ness, while robustness can only be measured when some predic-
tion goal is considered).

Examples of model robustness
Toxicology is an area that is particularly suitable to define ro-
bustness of animal models as study protocols are highly stan-
dardized, several data sets on repeated experiments are avail-
able (e.g., toxicity of chemical X, measured by companies Y and 
Z), and rules on documentation have been established under the 
framework of good laboratory practice (GLP). Moreover, there is 
less uncertainty in looking at a potential adverse outcome (2-di-
mensional uncertainty: animal physiology x drug effects), than 

using the model, or the time, or the place. If the model is the basis 
of a test method, its robustness is described in terms of variance 
between technical replicates, between independent runs within a 
laboratory, and as interlaboratory reproducibility. 

Factors affecting robustness
The above examples indicate that “same” input conditions are 
hard to define. In case of animal models, several animal-specif-
ic parameters need to be considered that can influence the out-
put of a model: the strain, the provider of the strain, the feed, 
the caging, the bedding, etc. (Fig. 3). If one thinks further, the 
various non-animal parameters such as environmental lighting, 
sound, smell, temperature, experimental dosing, solvent, han-
dling, etc. already indicate that replicating exactly the “same” 
input is impossible. 

Variability of input parameters of animal models has two fun-
damentally different reasons: First, it is not possible to complete-
ly avoid all variation in parameters known to potentially affect 
the model and the outcome of an experiment. Second, there are 
always unknown parameters that may affect an experiment and 
that are not controlled. Examples for the latter point include, e.g., 
scents of the cosmetic and personal care products used by the an-
imal caretaker, a fight between animals having happened before 
the experiment, a small failure/mistake in the supply chain/pro-
duction procedure that generated the feed or bedding, etc. 

Since not all parameters can be controlled, “robustness” not 
only measure the highly reproducible functioning of the mod-
el, but also implies some resilience to unavoidable variations of 
conditions.

The influence of uncertainty on robustness
Some parameter variations are unavoidable because of the sto-
chastic nature of all physical interactions, chemical reactions, 
and biological phenomena. This condition means that each out-
put value of an experiment is a distribution function of values 
that is very narrow around an average in optimal cases, or broad 
in many other cases. The uncertainty arising from this is called 
aleatoric uncertainty (from alea = the dice). On top of this, vari-
ability may be further increased by a lack of knowledge (epis-
temic uncertainty). For instance, in a litter of mice, it may make 
a difference in which position a given pup was in the uterus, at 
which time it was delivered relative to its litter mates, how its ac-
cess was to mothers’ milk, etc. We do not usually have this type 
of information, but such parameters contribute to a size and age 
variation within a litter of genetically identical mice. This may, in 
the end, affect the variability of outcomes in animal experiments.

How relevant are such theoretical considerations in the re-
al world? Is there an issue with the robustness of animal mod-
els? Are there data on the variability of different parameters? The 
issue is complex, as measures of variability need to be agreed 
upon, and they will strongly depend on the endpoints assessed 
and the model predictions required. However, it is broadly rec-
ognized in the field that there is such an issue (Hartung and Leist, 

2 https://www.ed.ac.uk/clinical-brain-sciences/research/camarades/about-camarades 
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mental and reproductive toxicity) show inter-species robustness 
that is as low as 60% (Smirnova et al., 2018). Large variation has 
also been observed in the bioavailability of chemicals (Grass and 
Sinko, 2020) or in chronic toxicity endpoints recorded during 
cancer studies of mice and rats (Wang and Gray, 2015). Although 
this is discussed here mainly as a robustness issue (variability be-
tween animals), such data are also important for the predictivity 
discussion: In cases where there are pronounced differences be-
tween species (or strains): Which one should be chosen for pre-
diction of human effects? 

4  Conclusion and outlook

It is important to note that we are dealing here mainly with the 
structuring of arguments, not with the data themselves. More-
over, our discussion does not address research on animals as 
such, as in veterinary and basic biology research projects, but on-
ly on research where animals are taken as models of humans.

In this first part of the article mini-series, we have discussed 
robustness as one of the main parameters that needs to be con-
sidered for an unbiased and comprehensive evaluation of animal 
model usefulness. The aspects related to the benefit and necessity 
of a particular animal model (Fig. 1), based on the chosen met-
rics and evaluation strategy (Fig. 2), will be addressed in a later 
BenchMarks article. 

Eventually, an approach supported by solid data and a trans-
parent process on how to integrate them will be required for a re-
alistic evaluation of the usefulness of animal-based tests. How-
ever, it should already have become clear that animal mod-
els should be evaluated like any other model. This is often still 
not the case. Animals are considered the gold standard in sever-
al research fields; and even today, reification3 of animal models 
is widespread in scientific and political discussions (sometimes 
by mistake/misconception; sometimes on purpose). A recent de-
tailed report by the UK’s All-Party Parliamentary Group (APPG) 
for human-relevant science made clear that misconceptions on 
the usefulness of animal experiments may be one of the funda-
mental reasons preventing medical progress through the use of 
other, non-animal models.4
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