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Abstract

Every test procedure, scientific and non-scientific, has inherent uncertainties, even when performed according to a standard operating procedure (SOP). In addition, it is prone to errors, defects, and mistakes introduced by operators, laboratory equipment, or materials used. Adherence to an SOP and comprehensive validation of the test method cannot guarantee that each test run produces data within the acceptable range of variability and with the precision and accuracy determined during the method validation. We illustrate here (part I) why controlling the validity of each test run is an important element of experimental design. The definition and application of acceptance criteria (AC) for the validity of test runs is important for the setup and use of test methods, particularly for the use of new approach methods (NAM) in toxicity testing. AC can be used for decision rules on how to handle data, e.g., to accept the data for further use (AC fulfilled) or to reject the data (AC not fulfilled). The adherence to AC has important requirements and consequences that may seem surprising at first sight: (i) AC depend on a test method’s objectives, e.g., on the types/concentrations of chemicals tested, the regulatory context, the desired throughput; (ii) AC are applied and documented at each test run, while validation of a method (including the definition of AC) is only performed once; (iii) if AC are altered, then the set of data produced by a method can change. AC, if missing, are the blind spot of quality assurance: Test results may not be reliable and comparable. The establishment and uses of AC will be further detailed in part II of this series.
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1 Setting the scene

Imagine the following little scenario: you develop a new scientific method (e.g., an *in vitro* or *in silico* toxicity assay), you describe the method well (according to OECD guidance document 211, e.g., using the ToxTemp form (Krebs et al., 2019)), you develop and establish a definite, logical or systematic plan for executing the test method, detailing all the steps to be taken in a logical order (e.g., a standard operating procedure, SOP), and you deposit it in a curated methods database (see details in the GIVIMP guidance (OECD, 2018) or explanations, e.g., in Krebs et al., 2020). Then, you initiate some form of validation (e.g., a method readiness assessment; Bal-Price et al., 2018; Patterson et al., 2021; Schmeisser et al., 2023). During this process, it becomes evident that something important is missing. Something so important that your intra-laboratory reproducibility may be compromised and that other laboratories may have problems reproducing your results using your method. This scenario sounds like a nightmare. Many nightmares are not real, and when you wake up, the problems are gone.... How is it in this case? Is the above scenario possible?

Unfortunately, the above story is not only realistic, it occurs very frequently. And it will continue to occur if the understanding and use of acceptance criteria (AC) does not become better established. AC are neither novel nor are they a difficult concept. In the field of NAM, they are well-described in the GIVIMP guidance (OECD, 2018), and the setting of AC is a standard module of classical method validation, e.g., performed by EURL-ECVAM in Europe. In practical life, we also unconsciously use a form of AC, e.g., when we buy fruit or vegetables (Fig. 1). In this light, it is astonishing that only few published methods, even those found in curated databases run by high-impact journals or in many other method repositories, have a set of clearly defined AC. As highlighted in the above example, the value of data produced using the method is limited if no AC were applied. The topic of AC thus affects the reliability of a large proportion of all scientific data.

Therefore, it is crucial to understand the concepts behind AC and how to define them. First, it is helpful to rationalize the difference between assay validation and AC, and how the concept of overall quality assurance (QA) differs from the use of AC (Fig. 1). Before we address this, we will clarify some terms used in this context.


Fig. 1: Acceptance criteria (AC) vs validation

Validation of a method is usually done once, and then it is considered valid from thereon. Validation is meant to provide confidence in the method as such (assuming that everything is done exactly as specified, and that everything works perfectly, and that all material, operators, and equipment perform as during the validation procedure). A daily life analogy may be a study that determines the tastiness and nutritional value of a certain dish (e.g., pizza capricciosa – in general). The concept of AC is fundamentally different. They are meant to make sure that a given run of a test method delivers reliable results (not “in principle”, but in real life). A daily life analogy would be whether a particular pizza capricciosa is tasty (or perhaps burnt, or over-salted). Often, models and analogies can be useful, but they have weaknesses. In the case of the pizza, we can obtain direct data on the “test item” and determine their validity (too salty or not). In case of test data on unknown compounds, one does not know whether they are reliable, as crucial information is not available. To obtain confidence that the data are acceptable, one can run known compounds in parallel and determine whether the generated data are as expected (AC fulfilled). If this is the case, one can assume that also data on unknown compounds from the same run are correct. This procedure only works from test run to test run, not in general. For completeness, it needs to be mentioned that the setting of suitable AC can be part of the validation process, while the application of these AC is then part of each test method run.
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2 Clarification of terms

Some terms are used differently depending on the field of study, the regulatory area, or the professional background. This issue applies in particular to "test methods", i.e., a general description of the methodological basis of new approach methods (NAM; Leist and Hengstler, 2018; Leist et al., 2012b; OECD, 2018; Schmidt et al., 2017; Krebs et al., 2019, 2020; Pamies et al., 2022). The terms "test", "assay", "method", or "test method" are often used interchangeably. Sometimes, especially in colloquial contexts, the term "test system" is used, which, however, more usually describes the test system setup used for a given test method (e.g., the type of cell line used in an in vitro test method). For practical reasons, we use here the term test method. This term makes a clear distinction from the term "test system" (which we consider one of the five major elements of a test method, Leist and Hengstler, 2018). According to Wikipedia1, a test method is "a method for a test in science or engineering, such as a physical, chemical, or statistical test. It is a definitive procedure that produces a test result". "To ensure accurate and relevant test results, a test method should be explicit, unambiguous, and experimentally feasible", as well as effective and reproducible.

All NAM are test methods, but not all test methods are NAM. The term test method can also be used in other fields, like clinical chemistry/medicine, engineering, or psychology. Also, many animal-based methods (e.g., a 90-day study on rats) are test methods (but not NAM, Pallocca et al., 2022; Pallocca and Leist, 2022). Some prefer the term "method" alone. If clear definitions are in place, nothing is wrong with this. We prefer the term "test method" with respect to a broad understanding beyond toxicity testing. The term "method" strongly focuses on the procedure in colloquial language, while "test" is understood to be focused on the result.

Another confusion may arise from the term "non-test methods" in some legislations. This contains also in silico methods, like a QSAR-based prediction of genotoxicity. According to the above definitions, these are clearly NAM and test methods. If these definitions apply, it does not matter whether the test system of a test method is a cell culture, an enzyme, or a computer model. However, the focus of this overview is on "classical" NAM, based on cell culture/tissue models. Very complex organoids or in silico models may require special considerations and approaches dealt with elsewhere (e.g., Hewitt et al., 2015; Pamies et al., 2022) or in a subsequent part of this series.

Accordingly, some official definitions are that "a test can be considered an observation or experiment that determines one or more characteristics of a given sample, product, process, or service"2. The purpose of testing involves a prior determination of expected observation and a comparison of that expectation to what one actually observes. Thus, a test is outcome oriented. Also, a method is defined as a procedure or process for attaining an object (goal). For many, the word places a higher weight on the procedure than the outcome. All readers should feel free to use their favorite terminology if the overall understanding is clarified here. The test method we refer to is a procedure that aims to answer a specific question, is explicitly defined, uses a test system and applies a specific exposure scheme to it, and obtains data by using a specific endpoint. It also includes a data interpretation procedure (prediction model) to define the outcome regarding the question asked (e.g., toxic or nontoxic).

The most important term for this article is “acceptance criteria”. AC may refer to test methods, method elements, or data. Thus, they may be defined in various ways. A stringent definition is used in GIVIMP or by some validation bodies. Their definition refers to the procedure used to control individual runs of a test method. We will particularly focus on AC following this definition, but also give an overview on how the concept may be applied more broadly. In general, the principle of AC is meant to allow a decision on whether the results from a test method are acceptable or not. Some of the broader sense aspects of AC may also be termed “suitability limits (SL)”. The take-home message is that AC/SL can be defined for different elements of a test method or the entire test method or even for the choice of a particular test method to answer a given question. All different types of AC can improve the reliability of data from test methods and confidence in their validity. However, the need and extent of added value to define various types of AC may differ from test method to test method.

3 Non-biological examples of AC

In everyday life, we know many acceptance criteria, some explicit, some implicit, some often not recognized as such, but important to rationalize (Fig. 1): Starting a car has AC, like checking seat belt closure and positioning of mirrors. If AC are not fulfilled, the main procedure (i.e., starting of the car) may still be initiated, but driving without a seat belt and adjusted mirrors is considered irresponsible and therefore not acceptable. In the future, car AI systems may prevent the ignition process if AC are not met. Another everyday example is the expiry date of food. It does not give any information on the actual quality of the food; it provides only limited information on the freshness of the item, and it is not related at all to the quality of the food production process. However, it ensures a minimum quality standard for the particular food item (i.e., the milk carton one considers buying) considered (not milk as a food class).

The way AC are used in everyday life is not fundamentally different from many scientific AC. Another example refers to driving license tests. In some countries, one of the AC for enlisting for the driving license test is the requirement of having attended a first aid course. This aspect is not related to the quality of driving. However, the test cannot be taken if the AC is not fulfilled.

Another example that gives indications of typical AC characteristics is the result of a clinical chemistry blood test. The report contains data by using a specific endpoint. It also includes a data interpretation procedure (prediction model) to define the outcome regarding the question asked (e.g., toxic or nontoxic)
4 Necessity of acceptance criteria

Critics might remark that AC are “yet another trouble/work, when setting up a test method”. Anything that requires extra effort needs a justification. So, why and when are AC needed? The answer becomes clearer if the question is asked in a different way: what is lost (or missed), if no AC are set? For the answer, two levels need to be considered: one concerns the data produced (within a lab or project); the second concerns the use of such data by external stakeholders.

First negative consequence of not applying AC: Without AC, a lot of nonsense data (wrong test results) may be produced all the time and everywhere. Of course, also data from test methods without AC may be highly reliable, but the important point is that this cannot be known for sure if potentially critical factors (e.g., viability parameters in a cell culture system) have not been assessed. Therefore, the fact that there are good data from test methods without AC does not prove they are not needed. Many test methods may be highly robust and therefore insensitive to critical factors (i.e., their results will almost always be acceptable because any theoretically existing acceptance criteria would be fulfilled in practice by most test method runs). Or AC are not made explicit but are implicitly present. An example of this situation (typical for academic work) is that data are filtered or discarded if they “look very strange”; or if cells looked strange, contaminated, or dead. Also, if the analytical method does not run well (machine problems, operator problems, etc.), data will be discarded, filtered or flagged. If the assay protocol was violated or if controls showed strange behaviors, data will be flagged. Hundreds of these examples are known in the scientific community, and the adherence to these implicit rules (often unconsciously) can lead to high data quality. It can, but it does not always. And when it does, it does not do so consistently to the same degree. The reason is because such implicit AC are not explicitly defined and are therefore highly prone to subjectivity, varying for one researcher between Monday and Friday (depending, e.g., on the level of optimism), and bound to differ between operators, labs, and institutions. They may also give rise to (confirmation) bias (e.g., unexpected/“unwanted” results may seem “strange” more often than expected/“desired” ones). Differences are common concerning the quantitative levels considered acceptable, the stringency used for applying implicit AC, or the measures taken when they are not fulfilled. In some settings, such variability is acceptable. In others, it is problematic.

Second negative consequence of not applying AC: If data are used for decisions important for human health or associated with heavy financial burdens, then decision-makers require data sets they can trust, i.e., with more defined levels of variability and uncertainty. This means that explicit AC are necessary to comply with regulatory requirements in such cases. The situation is aggravated by the fact that modern cell-based test methods have become ever more complex. Where simple cell lines were common, now genetically modified cells, stem cells and their differentiated progeny, and also complex organoid cell systems are used (OECD, 2018). For all of these, the factors that can vary have multiplied, and thus, there are new demands for quantitative QA of all elements of a test method and each test run.

The answer to why we need AC is thus straightforward for some areas: otherwise, the data from the cell-based test methods will not be acceptable to key decision-makers (e.g., chemical regulators). In parallel with regulatory demands, also academic research is more and more committed to rules that ensure the reproducibility of research data. In this context, it has become clear that it is not sufficient to define increasingly exact protocols or SOPs as handling rules. The necessary additional element to ensure data quality is that there are quantitative criteria for when test methods and data therefrom are acceptable, i.e., in which cases they can be used with sufficient confidence. Notably, this must be distinguished from other important quality issues such as (i) the validation of a test method before it is applied and (ii) following best practices for assay development and application (overview given in GIVMP (OECD, 2018)).

To summarize, AC criteria are necessary for different reasons and serve several purposes. The following three are the critical target purposes:

1. Avoidance of unnecessary work. This follows the “fail early principle in QA”, meaning that there is no point continuing with a method if, e.g., half the cells are dead (or not performing).

2. Codification of experience and performance standards. In this context, AC aid in the transfer of a test method. They ensure that the data generated meet some pre-defined criteria. This aspect is important to ensure that data generation is similar on a study-by-study and lab-by-lab basis, thereby providing the necessary degree of standardization required, e.g., for regulatory purposes.

3. Performance monitoring. The rate of fulfillment of AC allows monitoring within test series and over a long time across many test series. This feature is a fundamental element of quality control.

5 Overview of the “AC family”

AC can refer to various test method elements, to the overall test method, or to generated data. There is no limit, and no absolute requirement, for many of these categories, but it is important that potential usefulness is considered during the method choice, establishment, validation, and application. To facilitate an overview, we outline the different types of AC and related concepts that may be considered.

The first principle is that AC need to make sense in the data usage context and the method’s overall objective. They need to be set so that a method’s most important variables are controlled to increase confidence in the data. In different scientific cultures (e.g., academic vs regulatory or engineering vs biology), there are different views on whether AC are an inherent method feature. These views are influenced by the stringency of requirements for confidence in the data generated and by the connection between method developer and user. In an academic setting, the method user may be identical to the developer. Thus, the opera-
applied, although the principle and way of thinking is similar. For instance, data may be generated by the questionnaire method in psychology or nutrition research. It is common practice to have such test methods validated (and to publish the validation results). The analogy of an AC is the following: For the assessment of test method runs (sample of filled questionnaires in a particular study), reliability and consistency criteria are set (e.g., Cronbach’s alpha), and questionnaires can be discarded based on the outcome of this assessment (e.g., Cronbach’s alpha < 0.6).

Group 2: AC to ensure that different test elements are within a suitable range

This set of AC is often defined less stringently and may also be termed “suitability limits” (SL). For instance, it helps to define whether chemical purity or apparatuses used are still within an SL. In a broader sense, this group may also deal with the acceptability (or better: SL) of protocol deviations. Even with a perfect protocol, some form of deviation will always happen. The question is to what extent a deviation can be accepted.

One example is the exposure time. An SOP may define a measurement after 24 h, but it usually does not specify which deviation from this time is acceptable (e.g., ± 10 min or ± 1 h?). By themselves, deviations do not mean that AC are automatically missed. However, the degree of deviation should remain within acceptable limits, or some action needs to be taken. In this sense, the concept of setting suitability limits for protocol deviations has clear similarities with the concept of AC.

Fig. 2: Different categories of acceptance criteria (AC)

The overall concept of AC may be applied broadly. This includes the definition of what is acceptable as an outcome and setting action measures, depending on whether this criterion (AC) is fulfilled or not. Group 1 refers to the core definition of AC, e.g., for NAM. These AC have the main purpose to assure the validity of individual test method runs. Depending on the field, the test method, or the application, other AC may be defined. One group refers to some elements of a test method, another to the suitability of the method to answer the question at hand. Including these groups in a general thinking is useful for many purposes. To distinguish them better, they may be labelled suitability limits (SL) or fitness-for-purpose criteria.

Group 1: AC to assure the validity of test runs

If a narrow definition is applied, this is the core application of AC. *Vice versa*, these AC can take such an important quality assurance role that they need to be defined within the method description (SOP). They would also be checked during the validation process and be an essential part of the validated method. Such criteria are essential for allowing, e.g., lab-to-lab transfer with sufficient confidence that the data from different labs are comparable. These AC mainly refer to the data generated by known control substances (Aschner et al., 2017). In addition, they may include basic confirmations that the test system is functioning, and that the generated data and the overall data structure are not entirely outside the range known from historical controls.

Notably, separate research fields have established their own terminology and procedures. In many cases, the term AC is not
Group 3: AC to ensure the method is fit-for-purpose
This set of AC differs from groups 1 and 2 fundamentally because it is not applied daily or per test run. It refers to the choice of the method as such and whether the method is acceptable for the given purpose. For instance, the AC defined by the European Medicines Agency (EMA) refer to the method’s suitability given certain product characteristics. A method suitable for one product may not be suitable for another (e.g., because the requirements for sensitivity, specificity, and linearity of the analysis depend on the product). The applicability domain of a given test method may be considered such an AC. A test method may be principally unsuitable for use with substances of high lipophilicity, for nanoparticles, or for certain chemical structures, etc. If this is defined, it also should be defined which consequences must be taken if a compound is outside the applicability domain (e.g., not running the test). Notably, often applicability domains are not sharply defined or are not comprehensive. There are also many examples of uses of assays outside their applicability domain or outside the area they have been validated for, but the way data from such test runs should be handled is often not generally defined.

6 A recent practical example for AC
Recently, a report was assembled on the validation of a battery of mechanistic methods relevant for the detection of chemicals that can disrupt the thyroid hormone system (Bernasconi et al., 2023). The AC are key components in this validation study, and many details of setting and application of AC are given. The AC considered were specified as falling into the three groups. Group 1 AC are inherent to the method and are established to validate that the method performs as expected (validity of test runs). They are based on data generated from known control substances, and occasionally on the test system’s data structure. Group 2 AC confirm that different elements of the test are in a range suitable for accurate results. These suitability limits help determine whether chemical purity or apparatus used are within acceptable limits. Importantly, deviations must remain within allowable limits. Group 3 AC refer to the overall fitness-for-purpose of the method. They assess whether the method is acceptable for its intended use.

7 Conclusion
There is a lot of discussion on reproducibility issues in academic research, as well as on the confidence in data generated from NAM in the field of toxicology. One aspect of this, quite readily improvable, is to provide more complete and comprehensive information on methods used to generate the data (Leist et al., 2010). Another measure is to provide clear evidence for the robustness of the methods used as well as their relevance (or fitness-for-purpose) and predictivity. This may be achieved by standardized descriptions of test methods, e.g., using the ToxTemp (Krebs et al., 2019), by defining an SOP (Krebs et al., 2020; OECD, 2018), and by some form of validation procedure, such as the definition of method readiness (Bal-Price et al., 2018; Lanzoni et al., 2019, Schmeisser et al., 2023; Marx-Stoelting et al., 2023; EMA, 2008) or a formal validation, as specified in various legislations (Hoffmann et al., 2016; Hartung et al., 2013; Patterson et al., 2021; Leist et al., 2012a; Hartung, 2007; OECD, 2005; Balls et al., 1995; EMA, 2016). So far, so good. Up to this point, there is also a broad understanding in many subgroups of stakeholders. What is less clear to many is that this is not enough to ensure data reliability. For specialists in the validation procedure and for those needing to deal with test data in a regulatory context, it is necessary to see evidence that the method not only works (is validated) in principle, but also that the acceptability of each test run is verified and documented. This is done by defining and applying AC. AC are so important for the generation of reliable data that they have become part of a method and of the validation procedure in the field of NAMs applied in a regulatory context.

With part I of this article series, we want to communicate the concept of AC to a broader community and promote its application in wider fields. The main message is that adherence to an SOP and comprehensive validation of the test method cannot guarantee that each test run produces data within the acceptable range of variability and with the precision and accuracy determined during the method validation. An extreme consequence of this principle is that the same method, run in different labs without harmonized/standardized AC being applied, may yield different results. Or the same method run in one lab, but with different AC, may also yield different results. The reason for this is that AC are used to discard certain sets of data (those where AC are not met), and thus the overall data structure changes, depending on the setting and application of AC.

We also indicated that the concept of setting and using AC may be applied not only to test runs of whole test methods, but also to individual elements of a test method or even the method choice. This will be further detailed in part II of the series. Moreover, the procedure on how to define and use AC will be detailed.
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