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1  Introduction

Despite the major scientific advances made in the field of mo-
lecular biology, biotechnology, and bioinformatics, the basic 
concepts of regulatory toxicology have hardly changed over the 
past decades. The publication of the National Academy of Sci-
ences and National Research Council report: Toxicity Testing in 
the 21st Century: A Vision and a Strategy (NRC, 2007), has led 
to a broad discussion regarding the need for a paradigm shift in 
the field of toxicology to implement the latest opportunities the 
life sciences have to offer. The report, henceforth referred to 
as “the vision,” was commissioned by the U.S. Environmental 
Protection Agency (EPA) and proposes a transformation in toxi-
cology from a system based on animal testing to one relying on 
cell-based assays, high throughput testing, omics approaches, 
and computational modeling. The committee that wrote the re-
port expects these approaches to generate data that is more suit-

able for the assessment of human toxicity than data obtained 
by current animal tests (Schmidt, 2009). Although the vision is 
generally supported by toxicologists, some have expressed con-
cerns regarding its feasibility (Meek and Doull, 2009; Schwartz, 
2010; Waddell, 2010; Phalen, 2010).

Currently, much of toxicology relies primarily on traditional 
whole-animal experiments, which are well accepted by the reg-
ulatory community. Although it is recognized that many animal 
models can be useful in predicting human health effects, they are 
not always the best choice (Olson et al., 2000; Bracken, 2009; 
Knight, 2007; Hartung, 2008). The main drawbacks of animal 
experiments include: they are time consuming – for example the 
2-year rat bioassay for carcinogenicity (Bucher, 2002); they are 
expensive, with an estimated $ 3 billion a year spent worldwide 
(Bottini and Hartung, 2009); and they do not always predict tox-
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and Stedman, 2009; Bus and Becker, 2009; MacDonald and 
Robertson, 2009; Hartung and Daston, 2009). Several factors 
have played a key role in this increasing support. The first is that 
the demand for toxicological information on chemicals now is 
largely exceeding the ability to produce relevant data based on 
the current regulatory animal tests. At present, there are about 
80,000 chemicals on the market, and each year about 2,000 new 
chemicals are introduced for which there is limited or no ad-
equate toxicological information (US EPA, 1998a,b; Bakand et 
al., 2005; Grandjean and Landrigan, 2006; Rand, 2010). The 
second reason is that our society is increasingly less willing 
to accept risks in consumer products or in the environment. 
The largest safety assessment of chemicals is now underway 
in Europe: The registration, evaluation, authorization, and re-
striction of chemicals (REACH) legislation (EC, 2006) aims to 
test 30,000 chemicals produced in quantities of more than one 
ton per year, for which no adequate information exists on their 
toxicological properties. Toxicologists and regulators are still 
debating the expected costs and animal numbers required for the 
REACH program. The latest estimates show much higher costs 
(€ 9.5 billion) and vertebrate animal numbers (54 million) than 
initially expected, leading to concerns about the feasibility and 
ethics of such a large amount of in vivo toxicity testing (Rovida 
and Hartung, 2009). In order to reduce time, costs, and animal 
numbers, REACH foresees the use of in vitro and in silico meth-
ods. Nevertheless, the appropriate methods must be available 
and capable of providing the required information. 

Although the paradigm shift seems to have taken off, toxi-
cology will not move quickly from animal experiments to in 
vitro and in silico based testing strategies. Like other advances 
in science, this will be an ongoing process. Since the publica-
tion of the vision report in 2007, a large number of published 
reviews have addressed the practical and economical feasibility 
of the vision and its possible impact on human risk assessment 
(Andersen and Krewski, 2009; Krewski et al., 2009; Seidle and 
Stephens, 2009; Hartung, 2009a). The goal of this article is to 
review the current status of the technologies proposed in the vi-
sion and to identify knowledge gaps where more development 
is required. The opportunities primary cell models, human stem 
cells, high throughput testing, imaging, omics, and systems bi-
ology have to offer at this moment are presented and their limi-
tations and developmental needs for the future are addressed. 
Finally, the challenges of how to integrate newly developed ap-
proaches into efficient testing strategies are discussed. 

2  Promising in vitro models for toxicity testing

In the envisioned regulatory toxicology, in vitro models will 
provide the main biological systems for toxicity testing instead 
of currently used whole-animal models (Andersen and Krewski, 
2009). The first critical question asked by regulatory toxicolo-
gists is, how closely do these in vitro models represent the in vivo 
situation and how accurately can they predict adverse effects on 
human health (Hartung and Daston, 2009)? Cell culture meth-
odologies have improved substantially over the last decades, 

ic effects in humans, since retrospective analysis suggests that 
about 20-30% of adverse drug reactions are not detected during 
preclinical safety testing (Stevens, 2006). To maximize safety 
levels, toxicological studies are designed according to a highly 
cautious approach in order to minimize the number of false neg-
atives (not correctly identified hazards). This means that ani-
mals are often exposed to high maximum tolerable doses, which 
is very different from the real-life situation where humans are 
exposed to low doses of chemicals or environmental agents over 
longer periods of time. This design can lead to inaccurate pre-
dictions, the generation of false positives (Hoffmann and Har-
tung, 2005; Leist et al., 2008), and, consequently, the loss of 
valuable chemicals and lead substances for industry (Hartung, 
2009b). Meanwhile, we still do not exactly know the risks of 
long-term exposure to low levels of environmental agents and 
industrial chemicals for human health (Schmidt, 2009).

Advances in the life sciences have provided a variety of new 
technologies to investigate the adverse effects of environmental 
agents in a more mechanistic, less expensive, and time saving 
manner. Some of the most promising include primary cell cul-
ture models, human stem cells, high throughput testing, imag-
ing technologies, omics approaches, integrated test strategies, 
and systems biology. In the vision these technologies are pro-
posed for the investigation of pathways of toxicity. Instead of 
the standardized “black box” animal test, which provides only 
limited mechanistic information, comprehensive screening 
studies are undertaken to reveal the interactions of chemicals 
with biochemical pathways that control cell function, communi-
cation, and adaptation to environmental changes. It is believed 
that chemicals can interact with these pathways, thereby alter-
ing their normal functions leading to toxicity and disease. The 
number of existing pathways is still a matter of debate. Most 
scientists believe that the number is finite, estimating hundreds 
to a thousand possible pathways; some others, however, believe 
that biological complexity can generate an infinite number of 
interlinked pathways (Schmidt, 2009). A promising hypothesis 
is that some toxicity pathways could be conserved across spe-
cies. The eventual goal is to apply pathway-based risk assess-
ment, where a relevant concentration of a compound perturb-
ing a pathway of toxicity in a (preferably) human cell culture 
system is related to human blood or tissue concentration and 
thereafter modeled to a human dose that would lead to this. The 
prediction of a relevant human dose and its human risk assess-
ment will be based on physiologically based pharmacokinetic 
(PBPK) modeling, which applies human pharmacokinetic pa-
rameters and data of dosimetry studies in human populations 
(Krewski et al., 2009). 

Although the report received much attention, the need to 
introduce new concepts into toxicology is not a recent issue. 
Scientists have suggested the development and use of more 
humane and better, science-based alternative approaches in 
toxicology for many years (Goldberg, 1983; Zbinden, 1990a,b; 
Balls, 1998; Hartung, 2001; Coecke et al., 2007). However, it 
seems that support for the proposed paradigm shift in toxicol-
ogy is currently growing, considering the generally supportive 
comments on the vision (Seidle and Stephens, 2009; Chapin 
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Therefore, cell models need to be well characterized and main-
tained under optimized and standardized culture conditions. 
Although 3D models are increasingly used, most commercial 
toxicity endpoints are still adjusted to monolayer cultures in 
multi-well plates. Thus, to fully exploit the third dimension in 
cell culture, more appropriate endpoints need to be developed, 
e.g., biochemical assays or imaging technologies. Primary cell 
models that closely reproduce the in vivo situation combined 
with sensitive multi-parametric endpoints, e.g., omics or high 
content imaging approaches, represent some of the most prom-
ising test systems for the identification of toxicity pathways.

2.1.1  Primary cell models reproducing the liver
The development of cell culture models reproducing the liver has 
received much attention. The liver is the main organ in which the 
biotransformation of chemicals and drugs involving phase I and 
II metabolizing enzymes takes place (Guillouzo, 1998). Toxic 
compounds can either be detoxified or an initially non-toxic par-
ent compound can be transformed into toxic metabolites. There-
fore, the presence of metabolic competence is often a critical 
concern in the field of in vitro toxicology (Coecke et al., 2006). 
To include metabolic competence, commercially available sub-
cellular liver enzyme fractions can be added to in vitro systems. 
This results in bio-transformation, however, with varying re-
sults depending on the compounds studied and enzymes added 
(Asha and Vidyavathi, 2010). The fractions contain the most 
common, but not all enzymes involved in biotransformation 
and their functioning is highly dependent on the in vitro condi-
tions. Moreover, specific enzymes have been transfected in cell 
lines to study the biotransformation of compounds (Yoshitomi et 
al., 2001; Hashizume et al., 2009). The most suitable models to 
study biotransformation are primary hepatocyte cultures isolated 
from the rat or human liver. Human hepatocytes are particularly 
promising because they overcome species differences (Ullrich et 
al., 2009). But rat primary cultures also display active biotrans-
formation involving phase I and II metabolizing enzymes. Under 

leading to a number of promising cell models that comprise 
relevant morphological and biochemical signaling processes. In 
general, in vitro toxicity testing has advanced from the study of 
cells in culture to the study of reconstructed tissue equivalents, 
which aim to reproduce the in vivo environment (Carere et al., 
2002). Moreover, human cells are increasingly used to avoid 
species differences in toxicity predictions.

2.1  Primary monolayer and three-dimensional  
cell cultures
Today’s most complex cell culture models are generally de-
rived from primary cells freshly isolated from either animal or 
human tissues (Tab. 1). Primary cell cultures can be prepared 
from liver, brain, kidney, or skin tissue and were shown to 
maintain morphological and biochemical in vivo characteristics 
(Tiffany-Castiglioni et al., 1999; Guillouzo, 1998; Pfaller and 
Gstraunthaler, 1998). Primary cells are normally grown under 
monolayer conditions, but since this represents a simplified and 
artificial model of the in vivo situation, growing cells within a 
three-dimensional (3D) structure has become increasingly popu-
lar (Griffith and Swartz, 2006). The third dimension is obtained 
by growing cells in media suspensions, on artificial substrates 
(e.g. scaffolds), or in matrix-based conditions (e.g., agars and 
gels) (Lee et al., 2008). Several comparative studies between 
primary 3D and monolayer cultures have shown improvements 
in cell function and behavior, including improved cell-cell in-
teractions, signal transduction, and gene expression (Mazzoleni 
et al., 2009; Pampaloni et al., 2009). Because 3D models repro-
duce and maintain organ-specific functions better, the interest in 
developing and applying these models for toxicity testing has 
increased during the last years (Stevens, 2009; Pampaloni et al., 
2009). In addition, however, the third dimension also brings a 
number of new challenges to the field of cell culture. The mul-
tiple cell layers raise concerns regarding a sufficient supply of 
oxygen and nutrients to the core of the cell cultures. Moreover, 
toxic metabolites can accumulate, leading to central necrosis. 

Tab. 1: Primary cell cultures

Advantages	 Limitations	 Developmental requirements

- Consist of mixed cell populations
- Comprise in vivo molecular and 

biochemical signaling pathways
- 3D models reproduce more closely the 

in vivo tissue organization
- 3D models have shown enhanced 

functional properties over a prolonged 
time frame

- Particularly suitable for mechanistic 
studies

- Primary cell models have been 
developed for most human organs

- Primary cell preparations require animal 
or human tissue

- Variability in mixed cell populations 
between different cell preparations

- 2D monolayer cultures have a limited 
functionality and life span

- 3D models have risk of central necrosis 
due to low oxygen and nutrient supply

- 3D models are not always suitable for 
standardized (96-well plate based) 
assays

- Limited predictive capacity for human 
health effects due to species differences 
(animal tissue preparations)

- Standardize preparation and 
maintenance protocols to improve 
reproducibility between cell cultures

- Further characterize cell models for in 
vivo-like morphological and functional 
properties

- Develop novel endpoints to exploit 
better the third dimension in cell culture

- Perform validation studies to determine 
the predictive capacity and reliability 
of primary cell cultures for in vivo or 
human toxicity
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port systems and metabolizing enzymes. Primary renal epithelial 
cell cultures have been developed that are prepared from animal 
or human kidney tissue samples (Brown et al., 2008). The cells 
are typically grown under monolayer conditions in which they 
form tight junctions and microvilli, and express a large number 
of specific cell surface markers and transporters (Baer et al., 
2006). Although the primary cells gradually lose specific organ 
functions during culture, they currently represent the model 
closest to the in vivo condition. Primary renal tubular epithelial 
cells have been used to study the nephrotoxicity mechanisms of 
anti-cancer drugs (Wegner et al., 2005; Pourahmad et al., 2010; 
Camano et al., 2010; Li et al., 2006). 

2.1.4  Primary cell models reproducing the skin 
Perhaps the most successful three-dimensional primary cell 
models are those derived from the human skin. Several human 
reconstituted epidermis models have been developed that ex-
hibit morphological and functional differentiation comparable 
to in vivo human epidermis (Tinois et al., 1991; Cannon et al., 
1994; Netzlaff et al., 2005). Although the skin models were 
found to be more permeable compared to human skin in vivo, 
their permeability and toxicity response is less variable. As a re-
sult, a number of reconstituted skin models have been success-
fully validated for the prediction of human skin corrosion and 
irritancy (Alepee et al., 2010; Kandarova et al., 2006; Fentem 
et al., 1998). Currently, a reconstituted human skin micronu-
cleus assay is under development for in vitro genotoxicity test-
ing (Mun et al., 2009; Curren et al., 2006). Because the skin 
represents the tissue with the highest exposure after application 
of a cosmetic or accidental exposure to a chemical, it could be a 
relevant model for testing genotoxicity. An issue that still needs 
to be addressed for this application is the presence of in vivo-
like metabolic capacity in reconstituted skin models.

2.1.5  The potential role of primary cell cultures  
in the vision 
Primary cell cultures currently are the most suitable in vitro mod-
els to reproduce the in vivo condition. Although several primary 
cell models have shown promising results in predicting mecha-
nisms of in vivo toxicity (Forsby et al., 2009; Toh et al., 2009), 
very few have been formally validated. The use of primary cell 
cultures from animal or human tissue in the vision would be 
greatly supported by validation exercises that demonstrate their 
predictive capacity and reliability. While human stem cell appli-
cations are improving rapidly, in most cases primary cell cultures 
still represent the most complex and well characterized in vitro 
systems and are, therefore, particularly promising for the identi-
fication of toxicity pathways. Once a number of existing toxicity 
pathways are identified, specifically designed human cell models, 
which are more suitable for screening (e.g., by stem cell differen-
tiation), could be applied to test larger numbers of compounds. 
The in vitro concentration of compounds that triggers toxicity 
pathways in human cell models could then be used to predict 
human tissue concentrations for risk assessment. For relevant 
predictions it is important that the concentrations are measured 

monolayer conditions, primary hepatocyte cultures often have 
a limited survival time and lose liver-specific functions within 
days (Guguen-Guillouzo et al., 2010). However, some 3D pri-
mary hepatocytes cultures have shown an increased functional-
ity in comparison to monolayer cultures and a prolonged sur-
vival time of up to several weeks (Dash et al., 2009; Brophy et 
al., 2009; Tuschl et al., 2009; Mathijs et al., 2009; Wang et al., 
2008). Larger scale methods are under development to produce 
3D hepatocyte cultures under standardized and reproducible 
conditions (Miranda et al., 2010).

2.1.2  Primary cell models reproducing the central 
nervous system
Due to its complexity, it is difficult to reproduce the central nerv-
ous system (CNS) in vitro. The CNS comprises different cell pop-
ulations with specific functions and cell-cell interactions (Harry 
et al., 1998). A variety of in vitro models with different levels 
of complexity are available for neurotoxicity testing (Harry and 
Tiffany-Castiglioni, 2005; Forsby et al., 2009). Cell lines can be 
useful in answering specific questions of neurotoxicity (e.g., re-
lated to a specific receptor). However, a cell line derived from a 
single cell type cannot cover the cell-cell interactions within the 
CNS. Primary cell cultures derived from brain tissues (e.g., cor-
tex or cerebellum), however, display a large number of complex 
processes related to the developing and mature CNS. Studies 
in primary cells have demonstrated the important role of bio-
chemical signaling between neurons, astrocytes, and microglia 
in mechanisms of neurotoxicity (Aschner and Kimelberg, 1991; 
Giordano et al., 2009) or cell survival (Kirchhoff et al., 2001). 
3D cell models have also been developed, which are usually pre-
pared from fetal brain tissue (rat or mouse) dissociated and spon-
taneously re-aggregated under rotation-mediated culture condi-
tions (Honegger et al., 1979, 2001; Purcell et al., 2003; Vereyken 
et al., 2009). Aggregated brain cell cultures can be maintained 
for prolonged periods of time and exhibit processes of neurode-
velopment (Honegger and Schilter, 1992). The 3D cultures have 
been extensively used to study neurotoxic mechanisms of metals 
and pesticides (Walker et al., 1999; Eskes et al., 2003; Zurich 
et al., 2004; Monnet-Tschudi et al., 1996, 2007). Recently, ag-
gregated cultures have been combined with emerging technolo-
gies to study neurotoxicity, such as multi-electrode array-based 
electrophysiological recordings of neuronal activity (Uroukov et 
al., 2006; van Vliet et al., 2007) and metabolomics (van Vliet et 
al., 2008). To improve the availability of brain spheroid cultures 
they have been cryopreserved (Purcell et al., 2003). 

2.1.3  Primary cell models reproducing the kidney
Besides the liver, the kidneys are a common target site of toxicity. 
The kidneys receive large amounts of blood and maintain body 
homeostasis by regulating water, electrolyte concentrations, and 
blood pH-level. Because the kidneys are the major organs for the 
excretion of hydrophilic compounds and their metabolites, they 
are at high risk of exposure (Pfaller and Gstraunthaler, 1998). 
Renal epithelial cells of the proximal nephron are common tar-
get sites in the kidney, since they exhibit a large number of trans-
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in the cells or tissue instead of in the external culture medium. 
The medium concentration could be irrelevant due to binding of 
the chemical to plastic or serum, or the chemical could have ac-
cumulated in the cells. Sensitive analytical methods, for example 
based on mass spectrometry, are required to achieve this. 

2.2  Human stem cell models
The use of human cells to predict the impact of chemicals on hu-
man health has long been a key objective for in vitro toxicologists 
(Tab. 2). Due to species differences, humans and animals respond 
differently to chemical exposures, pointing to the need for uncer-
tainty factors (“safety factors”) during risk assessment, factors 
that can vary from 10-fold up to 10,000-fold (NRC, 2000). Be-
tween animal species (rat, mouse, rabbit), toxicity studies show 
an agreement of about 53-60% (Gottmann et al., 2001; Schardein 
et al., 1985). So far only a few studies have systematically re-
viewed the accuracy of animal models for the prediction of hu-
man health effects, perhaps because animal studies show a rather 
limited predictive capacity for human risk (Hartung and Daston, 
2009). For example, a recent study demonstrated a concordance 
of 56% between a human skin irritation patch test and rabbit skin 
irritation data (Jirova et al., 2010). The promise is that human 
cells can predict more accurately the response of the human body 
to chemicals than animal cells can. Another important advantage 
of human cells is their potential to reveal human susceptibility 
factors for disease or toxicity (Chapin and Stedman, 2009). 

2.2.1  Human embryonic and adult stem cells 
The most promising current sources of human cells for toxic-
ity testing are human embryonic, adult, or induced stem cells. 
The use of human embryonic stem cells for research purposes 
has caused an ethical and religious debate. Nevertheless, human 

embryonic and adult stem cells are routinely cultured in labo-
ratories to develop in vitro test systems (Leist et al., 2008). Hu-
man embryonic stem cells are isolated from the inner cell mass 
of the blastocyte at the stage of embryonic development when 
implantation occurs (Bongso et al., 1994). The isolated cells were 
initially grown on a supportive feeder cell layer which provided 
the required nutrients and hormones, but now cells can be main-
tained without feeder cells by a modification of the culture me-
dium (Ludwig et al., 2006; Navarro-Alvarez et al., 2008). Adult 
stem cells can be isolated from a variety of tissues in the human 
body such as bone marrow (Pittenger, 2008), skin (Fernandes 
et al., 2004), liver (Gaudio et al., 2009), cord blood (Moon et 
al., 2008), the heart (Smits et al., 2009), and brain (Clarke et al., 
2000), where they function in tissue homeostasis and repair. Stem 
cells have two properties that make them particularly interesting: 
First, embryonic and adult stem cells show self-renewal and can 
in theory be grown indefinitely. Therefore they potentially pro-
vide an unlimited source of identical cells. Second, embryonic 
stem cells are pluripotent, meaning that they have the potential 
to differentiate into any functional cell type of the human body. 
Human embryonic stem cells have been differentiated into a va-
riety of cell types, such as neurons (Schulz et al., 2004; Yan et al., 
2005), hepatocytes (Rambhatla et al., 2003; Lavon, 2010), and 
cardiomyocytes (Kehat et al., 2003). Adult stem cells are usually 
multipotent and can be differentiated into a limited number of 
cell types depending on the tissue they were isolated from. 

2.2.2  Induced pluripotent stem cells
For an easier source of stem cells and to overcome the ethical 
and religious issues regarding the use of embryonic stem cells, 
scientists have established induced pluripotent stem cells (iPSC) 
(Takahashi and Yamanaka, 2006). iPSC are adult somatic cells 
that are genetically reprogrammed to a pluripotent stem cell-like 

Tab. 2: Human stem cells

Advantages	 Limitations	 Developmental requirements

- Potential to directly predict human 
health effects

- Self renewal, therefore potentially an 
unlimited source of identical cells

- Differentiation towards various 
functional human cell types 

- Opportunity to study the influence of 
genetic factors and susceptibility in  
the human population

- Allow the study of early human 
developmental processes 

- Induced pluripotent stem cells  
overcome ethical and religious issues  
of embryonic stem cells

- Induced pluripotent stem cell 
applications are improving rapidly

- Ethical and religious issues of embryonic 
stem cells

- Unclear functional and genetic stability  
of stem cells over long time periods

- Difficult to obtain “pure cultures” of a 
single or specific number of cell types

- Cultures contain cell populations at 
various stages of cell differentiation

- Not well defined presence of in vivo cell-
cell interactions and signaling pathways

- Not well defined metabolic competence  
of differentiated stem cells 

- Some stem cell cultures depend on  
the presence of feeder cells

- Stem cell-like properties of induced 
pluripotent stem cells are not fully 
characterized 

- Optimize and standardize maintenance 
and differentiation protocols

- Improve monitoring of identity and 
stability over long time periods

- Improve characterization of functional 
properties and cell signaling pathways

- Clear definition of metabolic 
competence 

- Continue the development and 
characterization of induced pluripotent 
stem cell models

- Perform validation of stem cell models 
to define their predictive capacity and 
reliability for human toxicity
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et al., 2010). The latest developments include the generation 
of functional hepatic cells from human iPSC (Sullivan et al., 
2010). Although, stem cell-derived hepatocytes are not able yet 
to fully reproduce the functional characteristics of in vivo hepa-
tocytes, their functional properties are continuously improving. 
Therefore, it is expected that stem cell-derived hepatocytes will 
play an increasingly important role in hepatotoxicity testing 
(Greenhough et al., 2010; Guguen-Guillouzo et al., 2010).

2.2.4  Stem cell applications for cardiotoxicity 
testing
Certain drugs can prolong the time of the heart’s ventricular de-
polarization and repolarization (QT interval), which is associated 
with life-threatening ventricular arrhythmia (Charbit et al., 2008; 
Cubeddu, 2003). Isolated human cardiomyocytes demonstrate 
in vivo characteristics and can be used to study drug-induced 
QT interval prolongation; however their availability is limited 
(Bistola et al., 2008; Bird et al., 2003). As an alternative, human 
embryonic stem cells have been differentiated into functional 
cardiomyocytes, which express numerous cardiomyocyte pro-
teins and display spontaneous rhythmic contractions (Zhang et 
al., 2009; Steel et al., 2009). These contractions can be recorded 
in vitro using electrophysiological measurements such as con-
ventional patch clamp or multi-electrode arrays. Studies using 
these technologies have shown promising results in predicting 
cardiac toxicity and QT prolongation for reference drugs (Braam 
et al., 2010; Caspi et al., 2009). Nevertheless, some challenges 
remain since current differentiation protocols have a limited 
yield of functional cardiomyocytes with variable degrees of pu-
rity. Moreover, stem cell-derived myocytes display an early and 
heterogeneous phenotype that differs from adult myocytes. 

2.2.5  Stem cell applications for developmental 
toxicity testing
Stem cell applications have great potential for developmental 
toxicity testing, since stem cells reflect a high number of rel-
evant developmental processes (Nishikawa et al., 2007; Yamas-
hita et al., 2010). In fact, a mouse embryonic stem cell test has 
been formally validated for the screening of embryotoxicity 
(Spielmann et al., 2006). The test is based on the IC50 analysis 
of three endpoints, including the assessment of embryonic stem 
cell differentiation into beating cardiomyocytes, the assess-
ment of cytotoxic effects on undifferentiated embryonic stem 
cells, and cytotoxic effects on differentiated 3T3 fibroblasts. 
To predict the embryotoxicity of a chemical, the IC50 values of 
the three endpoints are put into a prediction model that allows 
distinctions between embryotoxic classes, i.e., strong, weak, or 
none in terms of potency (Genschow et al., 2000, 2004). Limi-
tations of the validated test include the reliance on a morpho-
logical endpoint (analysis of beating cardiomyocytes) and the 
relatively long 10-day culture period. To overcome these limita-
tions, a revised version of the test was developed based on flow 
cytometric technology, which is more suitable for screening 
purposes (Buesen et al., 2009). A concern in the area of devel-
opmental toxicity is the increasing incidence of developmental 

state (O’Malley et al., 2009). This state is induced by the over-
expression of pluripotent factors such as Oct3/4, Sox2, Klf4, and 
c-Myc, which are responsible for maintaining the “stemness” of 
embryonic stem cells. Human iPSC have been generated from 
human fibroblasts (Yu et al., 2007). The resulting iPSC were 
shown to have a similar morphology, proliferation, surface anti-
gens, gene expression, and telomerase activity as human embry-
onic stem cells. Moreover, they have the potential to differentiate 
into the cell types of the three germ layers (Yu et al., 2007). Re-
maining issues of concern are whether iPSC and embryonic stem 
cells rely on identical mechanisms to maintain pluripotency, use 
the same mechanisms to control cell differentiation, and display 
similar characteristics after differentiation. First studies show 
that iPSC rely on similar mechanisms to maintain pluripotency 
and control differentiation (Vallier et al., 2009), though some 
differences exist between gene expression signatures due to dif-
ferential promoter binding (Chin et al., 2009). Regarding differ-
entiation, a study comparing the neural differentiation of human 
iPSC and embryonic stem cells showed that both use the same 
network of gene expression and developmental time course to 
generate functionally neuronal cell types. However, significant 
differences were found between the efficiency and variability in 
cell differentiation (Hu et al., 2010). Comparison of hematopoi-
etic and endothelial differentiation of different iPSCs obtained 
from fetal, neonatal, or adult human fibroblasts showed a similar 
differentiation pattern with some variation in efficiency (Choi et 
al., 2009). Although studies clearly showed similarities between 
iPSCs and embryonic stem cells during pluripotency and differ-
entiation, more studies are required to compare the characteris-
tics of differentiated cells. Human iPSC have been differentiated 
into functional dopaminergic neurons (Swistowski et al., 2010), 
hepatocytes (Sullivan et al., 2010), and cardiomyocytes (Haase 
et al., 2009). Thus iPSCs have great potential for toxicity testing 
but further characterization is required. 

2.2.3  Stem cell applications for hepatotoxicity 
testing
Embryonic and adult human stem cells have been differentiated 
into hepatocyte-like cells that show a number of liver-specific 
morphological and functional characteristics, such as the ex-
pression of liver-specific genes, glycogen storage, albumin 
secretion, and cytochrome p450 (CYP) activity (Chivu et al., 
2009; Basma et al., 2009; Baharvand et al., 2008; Hay et al., 
2008; Agarwal et al., 2008). Some recent studies differentiate 
embryonic stem cells according to a three-step differentiation 
protocol, where first the definitive endoderm is formed, followed 
by hepatic progenitor cells, which are finally differentiated and 
maturated into functional hepatocyte-like cells (Soto-Gutierrez 
et al., 2008; Brolen et al., 2010). This differentiation procedure 
better represents the in vivo hepatic developmental process and 
the generated hepatocyte-like cells displayed improved func-
tional characteristics (expression of liver-associated genes, pro-
teins, and CYP enzymes). Moreover, embryonic or adult stem 
cell-derived hepatocytes displayed improved characteristics and 
metabolic functionality when grown in 3D cultures as compared 
to monolayer cultures (Li et al., 2010; Liu et al., 2010; Farzaneh 



van Vliet

Altex 28, 1/11 23

shown promising results, the predictive value of human stem 
cells for human health effects has not been extensively investi-
gated. To establish the predictive value, a coordinated validation 
study is required that tests a large set of reference compounds. 
The limiting factors for this are costs and the availability of 
high quality human toxicity data. The publication of the vision 
has strongly supported the use of human stem cells, and more 
than ever in vitro toxicology is focused on toxicity predictions 
based on human cells. In the near future, it should become clear 
whether human cells can provide more accurate predictions of 
human toxicological risk than current animal tests. 

3  Non-mammalian model organisms 

The most commonly used non-mammalian model organisms in 
toxicology include the roundworm (Caenorhabditis elegans), 
the zebrafish (Danio rerio), and the fruit fly (Drosophila mela-
nogaster) (Tab. 3). Although these organisms are evolutionarily 
very distant from humans, it has become clear that they do exhibit 
a large number of physiological and pharmacological properties 
useful for toxicity testing. In addition, these models offer a more 
convenient alternative in terms of availability, cost, and use for 
high throughput applications than do mammalian organisms. 

3.1  Caenorhabditis elegans 
C. elegans is a nematode species that inhabits soil and leaf-litter 
environments in many parts of the world. For a number of reasons 
the species has become an emerging model in toxicology. This 
nematode is well characterized, meaning that its entire genome 
is sequenced, its developmental process well described, and its 
nervous system, which contains 302 neurons, has been com-
pletely mapped out. Many of the basic physiological processes 
are conserved in C. elegans, such as 60-80% of human genes and 

disorders in children and the potential link with chemical expo-
sures (Schettler, 2001). Current in vivo-based test guidelines for 
developmental neurotoxicity are too timely and costly to test 
large numbers of chemicals. To develop a more efficient para-
digm, embryonic and adult stem cells are extensively used to 
evaluate the adverse effects of chemicals on processes of neu-
rodevelopment (Kuegler et al., 2010; Moors et al., 2009; Buzan-
ska et al., 2009). A recent high content screening study meas-
uring viability, proliferation, migration, and differentiation of 
neural progenitor cells showed promising results in prediction 
of in vivo developmental neurotoxicity (Breier et al., 2010).

2.2.6  The potential role of stem cell applications  
in the vision 
While embryonic and adult human stem cell applications in 
toxicology are developing rapidly, some critical issues and chal-
lenges remain. The identity and stability of stem cell cultures of-
ten are not well defined, and cells can undergo genetic changes 
over time. In addition, the differentiation of stem cells generally 
leads to populations of cells with different phenotypes; there-
fore the purity of these cultures remains an issue for reliable 
and standardized toxicity testing. To reduce the heterogeneity of 
cell types in stem cell cultures, molecular techniques are applied 
as selective markers. Stem cells are transfected with transgenes 
inducing antibiotic resistance that allows the elimination of con-
taminating cells, or transgenes inducing fluorescence activity 
that allows fluorescence-based sorting of stem cell populations. 
In addition, the over-expression of specific transcription factors 
critical to cellular differentiation was found to reduce heteroge-
neity. The use of these methods has enhanced the purity of dif-
ferentiated stem cell cultures, but further work is required (Kim 
et al., 2002; Hidaka et al., 2003; Chung et al., 2002). The biggest 
challenge of stem cell differentiation remains the achievement 
of in vivo-like functional characteristics. Although studies have 

Tab. 3: Non-mammalian organisms

Advantages	 Limitations	 Developmental needs

- Easy availability and relatively low costs
- Comprise a large number of signaling 

pathways relevant for human toxicity
- Genomes have been sequenced 

and different genotypes have been 
developed

- Transparency of embryos allows 
visualization of rapid development 

- Transparency of embryos allows  
the use of reporter gene imaging 
(including real-life)

- Suitable for sorting and high throughput 
testing in multi-well plates 

- Simultaneous application of molecular 
and behavioral endpoints to identify 
potential links

- Not well defined predictive capacity for  
in vivo or human toxicity

- Pharmacokinetic differences compared  
to the in vivo and human situation 

- Not well defined metabolic competence
- Unclear internal dose of the test 

compound after external exposure 

- Improve characterization of metabolic 
competence 

- Determine accurate internal doses 
(concentrations) after external exposure

- Perform validation studies to define  
the predictive capacity and reliability of 
non-mammalian model organisms for  
in vivo and human toxicity
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developmental mechanisms. The life cycle and development of 
the fruit fly have been well characterized, including the forma-
tion of the central nervous system (Truman and Bate, 1988; Tru-
man, 1990). The fly has been used as a model to study neuro-
degenerative disease and its drug discovery (Bilen and Bonini, 
2005; Lu, 2009; Nichols, 2006). Testing adult or developmental 
neurotoxicity also seems particularly promising (Peterson et 
al., 2008; Rand, 2010). A number of endpoints can be meas-
ured in the fruit fly that provide information on toxicity, such 
as lethality, adult morphology, behavior, and reporter gene or 
protein expression. The adverse effects of methyl mercury and 
lead on neural development have been studied (Morley et al., 
2003; Rand et al., 2009). Because the genetic components of 
complex behavior, memory, and learning are understood in the 
fruit fly, it allows the establishment of specific phenotypes for 
screening strategies (Sokolowski, 2001). Using different ge-
netic phenotypes, molecular endpoints, and behavioral assays, 
genetic susceptibility for chemical toxicity can be studied, as 
performed for arsenic (Ortiz et al., 2009). The fruit fly embryo 
can be sorted over 96-well plates based on size, shape, or fluo-
rescence intensity useful for high throughput screening (http://
www.unionbio.com). Using reporter genes and the injection of 
small interfering RNA, a screening system could be developed 
to identify the genes underlying toxicity pathways. 

3.4  The potential role of non-mammalian  
model systems in the vision
Because a large number of human genes and signal transduction 
pathways were shown to be conserved in non-mammalian mod-
el organisms, they could play a significant role in the vision. 
Due to the transparency of some non-mammalian models, sign-
aling pathways can be carefully studied and quantified in living 
organisms using reporter genes and proteins. Moreover, using 
gene silencing or knock-out technologies, the function of spe-
cific genes and proteins in toxicity pathways could be identified. 
An advantage of non-mammalian organisms is that molecular 
and biochemical endpoints can be complemented with behav-
ioral endpoints, which assess the final phenotypic outcomes of 
toxicity pathways. Non-mammalian organisms are also suitable 
for high throughput screening and applications based on C. ele-
gans and D. rerio are already part of the EPA ToxCast program. 
The ToxCast data should provide more insight into the predic-
tive capacity of non-mammalian models for in vivo and human 
toxicity, since this remains a concern for their potential use. In 
addition, their metabolic capacity requires further characterized 
and accurate internal concentration levels to be established after 
environmental exposure to perform PBPK modeling. 

4  High throughput technologies 

High throughput systems (Tab. 4) have developed rapidly over 
the last years, and the latest systems are fully automated, mean-
ing they prepare, incubate, and analyze large numbers of plates 
simultaneously. Plate formats (384-, 1536- or 3456-well) have 
been optimized to increase the number of compounds and con-

most of the human signal transduction pathways (NRC, 2000; 
Kaletta and Hengartner, 2006). This makes C. elegans a valuable 
model for the discovery of toxicity pathways. An important ad-
vantage is that molecular endpoints such as knock-out mutants, 
RNA interference, and reporter proteins can be combined with 
behavioral endpoints including feeding, locomotion, habituation, 
reproduction, and memory (Boyd et al., 2007; Dhawan et al., 
1999; Giles and Rankin, 2009). Such studies can provide useful 
information regarding the function of genes, proteins, and sign-
aling pathways. Because C. elegans can be sorted over 96-well 
plates, high throughput screening and high content imaging ap-
plications have been developed that evaluate behavior, reporter 
gene, and fluorescent protein expression (O’Rourke et al., 2009; 
Helmcke et al., 2010). C. elegans has been a useful model in 
various areas of toxicology, including neurotoxicity (Xing et al., 
2009; Helmcke et al., 2009; Cole et al., 2004; Jadhav and Rajini, 
2009), genotoxicity (Astin et al., 2008), and ecotoxicology (Le-
ung et al., 2008). A study showed that the toxicity of pesticides 
in C. elegans correlates well with LD50 values in mice and rats 
(Cole et al., 2004). Moreover, assays in C. elegans were shown 
to predict neurological and developmental toxicity in mamma-
lian species (Anderson et al., 2004; Williams et al., 2000). There-
fore, C. elegans could potentially provide a more cost- and time-
efficient alternative to some mammalian-based tests.

3.2  Danio rerio
The zebrafish (Danio rerio) has become an increasingly popular 
model organism in toxicology for a number of reasons. The ze-
brafish exhibits molecular mechanisms of development and cel-
lular physiology similar to mammals (Kari et al., 2007). Fertili-
zation and development occur externally, and a pair of zebrafish 
can produce 100-300 eggs per week, making zebrafish embryos 
a suitable model for high throughput screening. The embryos 
are transparent, can be maintained in 96- or 384-well plates, and 
undergo a rapid developmental process, e.g., embryogenesis is 
completed after 5 days. Their transparency allows easy devel-
opmental staging, as well as the study of embryonic and tera-
togenic effects of chemicals and drugs (Yang et al., 2009). Also, 
in situ hybridization and immunochemistry techniques have 
been developed to screen for chemical-induced effects on gene 
and protein expression. The zebrafish has been used to study 
various chemicals including metals, PCBs and pesticides, and 
an extensive overview of toxicity studies is provided by Hill et 
al. (2005). Some recent studies focus on neurotoxicity, apply-
ing high throughput biochemical, molecular, and neurobehavio-
ral endpoints (Fan et al., 2010; Parng et al., 2007; Eddins et al., 
2010). Furthermore, non-invasive methods to screen for cardiac 
toxicity have been developed (Burns et al., 2005; Chan et al., 
2009). A recently published review summarizes and describes 
the overall promising predictive capacity of zebrafish studies for 
drug toxicity (Eimon and Rubinstein, 2009). 

3.3  Drosophila melanogaster
The fruit fly (Drosophila melanogaster) is inexpensive, easy to 
maintain, and conserves some fundamental human cellular and 
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quently based on molecular targets such as signal transduction, 
nuclear and membrane receptor binding, ion channel activation, 
enzyme activity, apoptosis, oxidative stress, cell proliferation, 
DNA recombination, and cell cycle (Schoonen et al., 2009). New 
targets under development include drug transporters, protein-
protein interactions, protein-RNA interactions, and protein DNA 
interactions (Mayr and Bojanic, 2009). In particular, reporter 
gene assays are applied, in which a fluorescent reporter gene is 
added to a gene of interest in the biological system (Ullmann et 
al., 2008; Liu et al., 2009). The assay allows the sensitive detec-
tion of gene expression alterations after a chemical exposure. 

4.2  The EPA ToxCast program 
A proof-of-principle study to apply high throughput screening 
for toxicological risk assessment is currently being performed 
by the EPA ToxCast program (Dix et al., 2007). The program 
aims to develop a cost- and time-efficient approach to predict 
the potential toxicological risks of environmental chemicals 
for human health. In the first phase, a battery of in vitro high 
throughput assays and cell-based assays was used to test over 
300 well-characterized chemicals (mostly pesticides) in more 
than 400 endpoints (Judson et al., 2010). The data showed that 
the activity of environmental chemicals ranges from none to 
effects on dozens of molecular pathways. Furthermore, the as-
says were able to confirm multiple mechanisms of action for 
well-known environmental chemicals. An initial data analysis 
found a significant inverse association between in vitro concen-
trations perturbing pathways and the lowest in vivo doses caus-
ing toxicity. This shows the first potential of using in vitro high 
throughput assays to predict in vivo toxicity. However, further 
data analysis is required to confirm this hypothesis and to evalu-
ate the predictive capacity of the in vitro data for human health 
effects. To facilitate this, the data has been incorporated into 
the public database ToxRefBD, which provides easy access for 
scientists in the field of data mining and computational mod-

centrations that can be tested. A high throughput system can now 
test thousands to more than a million samples a day. Initially, 
high throughput systems were used by pharmaceutical industry 
as a screening step in drug lead discovery (Mishra et al., 2008; 
Carlson and Fisher, 2008). But they are increasingly applied in 
toxicology to screen large numbers of compounds for specific 
mechanisms (Morisseau et al., 2009). There are some clear dif-
ferences between toxicity testing and drug discovery applica-
tions. Drugs are designed to have a specific biological activity, 
cover a relatively small chemical space, and their metabolism 
is generally well characterized. In contrast, chemicals can have 
various biological activities (or none), cover a large chemical 
space, and their metabolism is often unclear. Moreover, drug 
discovery is focused on confidence in positive results or “hits,” 
while toxicology has to focus on high confidence in negative 
results, because false negatives are not acceptable. 

4.1  High throughput toxicity testing
In toxicology, high throughput testing can be used as a bottom-up 
or top-down approach (Houck and Kavlock, 2008). In the bottom-
up approach, a single or small number of chemicals are tested in 
a large number of assays to identify key toxicity pathways. In 
the top-down approach, a large number of chemicals are tested 
in a small number of assays to identify a similar mode of action 
(e.g., endocrine disrupting compounds interacting with estrogen 
receptors). In practice, a compromise is often created to test the 
maximum number of chemicals in a large number of relevant as-
says. To generate relevant high quality data requires an appropri-
ate biological test system. Immortalized cell lines can be used to 
address specific targets, such as receptor-mediated pathways or 
signal transduction pathways. But more complex systems, such 
as differentiated stem cells, primary cells, and non-mammalian 
organisms are increasingly used because they often provide more 
relevant information for toxicity predictions (Fernandes et al., 
2009). Endpoints for high throughput toxicity testing are fre-

Tab. 4: High throughput technologies

Advantages	 Limitations	 Developmental needs

- High testing capacity and relatively low 
cost per tested compound or performed 
test

- Standardized test conditions  
- Reproducibility  and robustness of the 

data 
- Application of reporter gene assays
- Possibility to determine reversibility
- Allows the generation of sensitive dose-

response models by testing a large 
number of concentrations

- Elaborate analysis and interpretation of 
the large datasets generated 

- Testing is often based on cell lines,  
which lack the complexity of the in vivo  
or human situation.

- Cells used often have a limited metabolic 
competence 

- Technical and logistic limitations for the 
use of more complex cell models

- High costs of high throughput 
technologies

- Test systems need to be well 
characterized before high throughput 
testing is performed to guarantee high 
quality data generation

- Need for improved data analysis and 
interpretation methods

- Use more complex cell or non-
mammalian models that comprise 
relevant in vivo signaling pathways

- Include metabolic competence
- Develop high throughput testing based 

on human cells to define predictive 
capacity for human health effects

- Characterize identity, purity and stability 
of test compounds

- Need for availability of quality data in 
public databases for analysis and risk 
assessment
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5  Imaging technologies

The latest imaging technologies allow the non-invasive visu-
alization of molecular, biochemical, and cellular processes in 
living cells or small animals (Morris, 2010). Besides confirming 
the occurrence of these processes, imaging can provide valu-
able insight into their spatial and temporal dynamics (Du et al., 
2006). Therefore imaging can complement genomics, proteom-
ics, and metabolomics studies, adding valuable information to 
the systems biology approach (Lee and Li, 2009). Other impor-
tant aspects of progress include the automation and digitization 
of imaging technologies (Niederlein et al., 2009). 

5.1  Molecular imaging technologies
The two main approaches for optical-based molecular imag-
ing are fluorescence imaging and bioluminescence imaging 
(Tab. 5), (Gheysens and Mottaghy, 2009; Luker and Luker, 
2008a). Fluorescence imaging is based on fluorescent labeling 
of specific targets in a biological system using dyes, probes, 
or proteins. Labeling techniques have expanded rapidly, creat-
ing many opportunities to study cell structures, messenger mol-
ecules, enzymatic activities, or protein functions (Suzuki et al., 
2007; Fernandez-Suarez and Ting, 2008). Molecular techniques 
include the introduction of genetically encoded fluorescent pro-
teins, such as green fluorescent protein (GFP) isolated from the 
jellyfish Aqueorea victoria (Chalfie et al., 1994). Endogenous 
GFP expression can be used to localize and quantify proteins in 

eling. In a second phase, a set of additional compounds will be 
tested to confirm and further evaluate the signatures of toxicity 
predicted in phase one. 

4.3  The potential role of high throughput testing  
in the vision
High throughput testing is an important technology to make the 
vision feasible. Although test systems are already generating 
highly relevant data, there are a number of issues that still re-
quire attention. Since certain chemicals require biotransforma-
tion to be toxic, the inclusion of vivo-like metabolic capacity is 
of critical concern. Moreover, test chemicals need to be control-
led for long-term stability and purity to guarantee their chemical 
and toxicological properties. The greatest challenge, however, 
is the development of improved data analysis and interpretation 
methods that preferably implement in silico and pharmacokinet-
ic parameters. To support this, high-quality toxicity data should 
become available in public databases (e.g., as with the ToxCast 
data). In particular, data on a wide range of concentrations is 
useful to establish robust dose-response relationships, as current 
risk assessment is often based on a limited number of doses to 
minimize costs and animal numbers. Moreover, high throughput 
testing has great potential for the initial prioritization of chemi-
cals (e.g., toxic versus non-toxic) as part of an integrated test-
ing strategy. Such strategies could tackle the existing backlog 
of untested chemicals and the future test requirements for the 
REACH legislation (Hartung, 2010).

Tab. 5: Molecular imaging technologies

Advantages	 Limitations	 Developmental needs

- Allows non-invasive studies in living 
cells or organisms

- Sensitive and quantitative measurement
- Large spectrum of available fluorescent 

probes incl. dyes, antibodies and 
proteins

- Near infrared probes allow in vivo 
studies

- Bioluminescence does not require an 
excitation wavelength 

- Multiple luciferase enzymes can be 
used to image several structures or 
processes

- Bioluminescence can be used to track 
cells or processes over time in vitro  
and in vivo

- Bioluminescence has a high signal- 
to-noise ratio due to the inherently low 
background

- Fast and relatively inexpensive
- Potential to reduce animal use by 

studying a single animal extensively 
over time 

- Fluorescent imaging requires an 
excitation wavelength

- In vivo applications are dependent on the 
penetration of light through tissue

- Limited by light scattering (auto 
fluorescence) in tissue and 
photobleaching

- Potential adverse effects induced by 
fluorescent dyes, probes, or proteins.

- Bioluminescence requires the stable 
transfection of luciferase reporter genes

- Bioluminescence is dependent on 
presence of oxygen and ATP

- Luciferase is repressible by iron 
- Limited reproducibility between 

experiments 

- Compare in vitro and in vivo imaging 
data to validate biological processes

- Develop methods to integrate imaging 
data into the systems biology approach

- Further explore in vitro bioluminescence 
imaging applications

- Control the potential adverse effects of 
fluorescent labeling or transfection of 
luciferase reporter genes in biological 
systems
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Bioluminescence assays are also used to provide informa-
tion on pharmacokinetic parameters (Cali et al., 2008). Luci-
ferease reporter assays can detect chemical-induced effects on 
gene encoding drug-metabolizing enzymes and drug transport-
ers. Moreover, the respective enzyme activities (e.g. CYP) can 
be monitored using inactive luminogenic substrates, which are 
converted by the enzymes to free luciferin substrates.

5.2  High content imaging technologies 
High content imaging technologies combine the efficiency of 
high throughput systems with the sensitive and quantitative 
properties of molecular imaging (Tab. 6), (Zanella et al., 2010). 
The technologies are mostly based on automated multicolor 
fluorescent microscopy, which provides many opportunities 
due to the large spectrum of fluorescent labeling techniques 
(Giuliano et al., 2006). The images are analyzed by sophisti-
cated algorithms that quantify multiple parameters and iden-
tify unusual phenotypes. Examples of common applications 
include the quantity of parameters related to cell signaling 
pathways, receptor internalization, protein expression, cell cy-
cle status, post-translational protein modifications, cytoskele-
ton integrity, energy metabolism, morphology, cell movement, 
and cell differentiation (Houck and Kavlock, 2008). High 
content imaging technologies are increasingly applied in toxi-
cology and have great potential to facilitate the identification 
of toxicity pathways (Zock, 2009). The combination of high 
content imaging with molecular techniques (e.g. gene silenc-
ing by siRNA technologies), in particular, can provide infor-
mation on the role of genes and proteins in cellular pathways 
(Carpenter and Sabatini, 2004). Examples of applications in 
toxicology include the quantification of cell death indicators to 
prioritize compounds based on human hepatotoxicity potential 
(Abraham et al., 2008), imaging of micronucleus in CHO-K1 
cells to predict genotoxicity (Diaz et al., 2007), and the quan-
tification of neurite outgrowth to predict developmental neu-
rotoxicity potential (Radio et al., 2008). A first evaluation of 
high content imaging data to predict human toxicity was per-

living cells or animals. Moreover, GFP can be fused or tagged 
to a protein to study its functional behavior. GFP labeling has 
been used to visualize various cell structures such as the plasma 
membrane, mitochondria, cell nucleus, Golgi apparatus, and 
endoplasmic reticulum. A concern for protein tagging is that the 
original location or functional behavior of the protein could be 
altered (Swedlow and Platani, 2002). Therefore, it is important 
to control for artifacts. In vivo imaging is mostly limited by the 
penetration and scattering of light in tissue (Frangioni, 2003). 
To overcome this, near-infrared fluorescent imaging techniques 
have been developed (Ntziachristos et al., 2003; Pauli et al., 
2009). Light near the infrared range (700-1000 nm) penetrates 
deeper into tissue and has a reduced auto-fluorescence (Klohs 
et al., 2008).

Bioluminescence imaging is based on the production of vis-
ible light by an enzymatic reaction of luciferase with its sub-
strate luciferin (Luker and Luker, 2008b). The approach has 
been used to detect, localize, and quantify biological processes 
in living cells or small animals (Sadikot and Blackwell, 2005, 
2008). The most commonly used luciferase for in vivo molecu-
lar imaging is that of the firefly (Photinus pyralis) (Oba et al., 
2003). To visualize the expression of luciferase enzymes in 
transgenic animals, they are injected with a non-toxic luciferin 
substrate, which distributes throughout the animal and passes 
the blood brain barrier (Luker et al., 2002). In vivo imaging has 
been used to study disease progress such as infection (Luker 
and Luker, 2010) and cancer (Lee et al., 2010). Moreover, bio-
luminescence imaging was used to study the viability, prolif-
eration, migration, and differentiation of stems cells in vitro 
(Kammili et al., 2010; Logeart-Avramoglou et al., 2010) and 
after transplantation in vivo (Wilson et al., 2008). The applica-
tions for toxicity testing have been limited so far. Examples 
include the evaluation of chemical induced toxicity in trans-
genic mice expressing luciferin (Malstrom et al., 2004) and the 
monitoring of luciferase expression in C. elegans exposed to 
sub-lethal cadmium concentrations (Lagido et al., 2009). Both 
studies confirmed the value of bioluminescence imaging as an 
endpoint for toxicity evaluations. 

Tab. 6: High content imaging technologies

Advantages	 Limitations	 Developmental needs

- Allows non-invasive studies
- Automated analysis of multiple 

parameters 
- Image analysis software generates 

multiple quantitative parameters 
- Large spectrum of available fluorescent 

dyes, probes and proteins
- Availability of fluorescent reporter 

proteins
- RNA silencing technologies can 

be applied to validate cellular and 
molecular processes

- Limitations regarding imaging data 
analysis and interpretation

- Fluorescent labeling of large cell 
quantities can be laborious

- Reproducibility between experiments 
- Not yet suitable for real-time live imaging
- Relatively high costs of automated 	   	

imaging systems 

- Need for methods to simplify fluorescent 
labeling 

- Improve image analysis algorithms and 
data interpretation methods

- Transfer imaging data to public 
databases

- Develop high content living cell imaging 
technologies 

- Generate more mechanistic toxicity 
data using gene knock-out or silencing 
techniques 

- Develop methods to integrate imaging 
data into the systems biology approach
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adapt. Imaging could potentially reveal the dynamic transition 
from adaptation to adversity. Combining imaging with behav-
ioral studies creates the opportunity to link molecular processes 
to behavioral changes. Moreover, imaging could improve the 
scientific basis of animal models and reduce the number of ani-
mals required. The increase in data gained by performing non-
invasive imaging at multiple time points in the same animal 
(each animal acts as its own control) will allow better statistics, 
providing more confidence in results.

6  Omics technologies

Omics technologies have the goal of analyzing the components 
of a living system in its entirety (Evans, 2000). The omics field 
falls into various subdivisions, depending on the cellular com-
ponent being measured, including the genome, transcriptome, 
proteome, and metabolome. The number of omics-related pub-
lications has increased rapidly over the last years – in particular, 
the number of reviews describing the potential of omics ap-
plications in various scientific fields, including drug discovery 
(Butcher et al., 2004), personalized medicine (Tanaka, 2010), 
food science (Trujillo et al., 2006), and toxicology (Aardema 
and MacGregor, 2002). 

6.1  Genomics 
The field of genomics investigates genome structure and func-
tion in biological systems (Tab. 7) (McKusick, 1997). Ge-
nomics studies focused on identifying genome structure ap-
ply DNA sequencing technologies. The first DNA sequencing 
methods were established in the 1970s (Sanger et al., 1977). 
Since then, sequencing technologies have developed substan-
tially, and today high throughput DNA sequencing technolo-

formed. Results of a high content screening assay evaluating 
cell number, nuclear area, and plasma membrane permeability 
in human hepatocytes were compared to those of seven con-
ventional cytotoxicity endpoints used in industry to evaluate 
the human hepatotoxicity potential of drugs (O’Brien et al., 
2006). The data of over 600 compounds showed a higher sen-
sitivity (93%) and specificity (98%) for the high content assay 
compared to the conventional assays (25% and 90%). Addi-
tional comparative studies are required to further demonstrate 
human predictive capacity. To improve predictive capacity, 
more complex human or non-mammalian models should be 
used. Already, screening strategies are under development that 
study molecular pathways and behavior in C. elegans (Cronin 
et al., 2006) or zebrafish larvae (Creton, 2009). Other chal-
lenges include imaging of living cells, improvement of im-
age analysis software, and setting up public databases to make 
maximum use of the generated information. 

5.3  The potential role of imaging technologies  
in the vision 
Molecular imaging techniques allow the non-invasive study of 
biological processes in (living) cells and small mammals. Be-
cause imaging can provide quantitative, temporal, and spatial 
information on biological processes, it adds valuable informa-
tion to the systems biology approach. Imaging can complement 
data generated by omics technologies, which provide a “snap-
shot” analysis at a certain time point. For the vision imaging 
could help to define adversity by evaluating parameters related 
to toxicity pathways and phenotypic characteristics. The deter-
mination of adversity remains an issue for the proposed toxici-
ty pathway-based approach, since a perturbation does not auto-
matically lead to adverse health effects. Adversity occurs only 
if a perturbation is strong enough and the system can no longer 

Tab. 7: Genomics

Advantages	 Limitations	 Developmental needs

- High throughput sequencing techniques 
allow the cost and time efficient 
sequencing of complete genomes

- Study of polymorphisms can give insight 
into the role of genetics in toxicology 
and explain differences in susceptibility 

- Gene arrays allow the simultaneous 
gene expression analysis of thousands 
of genes

- Availability of gene arrays with complete 
genomes including the human

- Sensitive endpoint of toxicity since gene 
expression changes often occur at an 
early stage 

- Genome sequencing alone is not enough 
since polymorphisms play an important 
role

- Alterations in gene expression do not 
always lead to adverse health effects

- Gene array analysis can overlook modest 
changes in gene expression 

- Limited reproducibility between gene-
array experiments

- Gene arrays are semi-quantitative and 
data needs confirmation by quantitative 
techniques

- Often difficult to translate genomics 
results to in vivo or human toxicity or 
disease

- Genomics often requires proteomics and 
metabolomics follow-up studies

- Develop improved data analysis and 
interpretation methods for gene array 
data

- Link related genes to cellular pathways
- Integrate genomics data with proteomics 

and metabolomics data in the systems 
biology approach

- Identify genes that can be used as early 
biomarkers for toxicity 

- Need for quality gene expression data  
in public databases
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Gene expression can rapidly change in response to toxic 
exposure, and several studies have demonstrated gene expres-
sion profiling to be a sensitive endpoint for toxicity (for exam-
ple, acetaminophen-induced gene expression alterations in rat 
liver at doses considered non-toxic by conventional clinical 
endpoints (Heinloth et al., 2004) and chemical- and pesticide-
induced gene expression alterations in a primary neuronal 
cell model at concentrations not effecting cell viability (Hog-
berg et al., 2009, 2010)). Such alterations in gene expression 
have the potential to provide insight into toxicity pathways. 
Using statistical methods (e.g., clustering techniques), genes 
with common expression patterns can be identified, assum-
ing they are functionally related in a network. Moreover, gene 
knockout or silencing techniques, such as small interfering 
RNA (siRNA) (Elbashir et al., 2002), can be used to verify 
the function or relation of a gene in a network (Walgren and 
McLeod, 2005). 

Besides mechanistic information, gene expression profiling 
has been applied to predict toxicity or classify chemicals into 
different toxicity classes (Maggioli et al., 2006). Gene expres-
sion patterns induced by reference compounds can be used as 
a “fingerprint” to predict the toxicity of unknown chemicals. 
Often, a set of discriminatory genes is applied to assigned 
chemicals to different toxicity classes, e.g., based on potency 
or mechanism. Gene expression-based classification studies 
have been used to discriminate between genotoxic and non-ge-
notoxic carcinogens (van Delft et al., 2005) or hepatotoxicants 
and non-hepatotoxicants (Zidek et al., 2007) and to predict the 
carcinogenic potential (Waters et al., 2010) or developmental 
toxicity of chemicals (van Dartel et al., 2010a,b). The major 
drawback of toxicogenomics is that it depends on the assump-
tion that mRNA levels reflect protein levels in a biological sys-
tem. Therefore, studies are often complemented by proteom-
ics and metabolomics approaches to investigate what happens 
further downstream.

6.2  Proteomics
Proteomics involves the comprehensive study of proteins, in-
cluding quantitative measurement of protein expression, the 
study of protein structures, and protein-protein interactions 
(Tab. 8) (Blackstock and Weir, 1999; James, 1997). Proteomics 
studies are more complex than genomics because a biological 
system contains about 1,000,000 proteins in comparison to the 
estimated 25,000 protein-encoding genes. In addition, protein 
expression differs from cell to cell, and there are a number of 
post-translational modifications that can change protein func-
tion (Mann and Jensen, 2003). 

The conventional platform for proteomics studies is 2-di-
mensional (2D) gel electrophoresis combined with mass spec-
trometry analysis. The approach separates the protein mixture 
in a gel based on isoelectric point and mass, visualizes the pro-
tein spots using a staining, and compares the quantity of protein 
spots in two or more gels by imaging software. Specific spots 
(often containing several proteins) can be cut out of the gel 
for identification using matrix-assisted laser desorption/ioni-
zation mass spectrometry. Although 2D gel electrophoresis is 

gies can generate up to billions of small sequence reads per 
run at relatively low costs (Schuster, 2008; Mardis, 2008). So 
far, the entire genomes of over 180 organisms were sequenced 
(http://www.genomenewsnetwork.org), including the human 
genome by the Human Genome Project (Collins et al., 2003). 
The comparison of genome structure across species or indi-
viduals in a population can give insight into genetic variation. 
The most frequent variation is due to single nucleotide poly-
morphisms (SNPs), which comprise a substitution, deletion, or 
insertion of a single nucleotide to a polynucleotide chain (Kim 
and Misra, 2007). Genetic variation has the potential to deter-
mine how individuals develop diseases or respond to therapeu-
tic treatments. Moreover, it can help determine susceptibility 
towards chemical-induced toxicity (Thomas et al., 2002; Garte 
et al., 2008). 

Despite extensive knowledge of genome structures, much re-
mains unknown about the expression, regulation, and function 
of many protein-encoding genes. Therefore, functional genom-
ics, which aims to identify the functions and interactions of 
genes within a genome, has received much attention (Hieter 
and Boguski, 1997). Transcriptomics is an important part of 
functional genomics and applies gene microarray technologies 
to simultaneously measure the expression of several thousand 
genes (Duggan et al., 1999; Schena et al., 1995). The two main 
types of microarrays include DNA and oligonucleotide-based 
arrays (Katagiri and Glazebrook, 2009). DNA arrays contain 
complementary DNA and are based on the hybridization reac-
tion of DNA with its complementary mRNA strand. Although 
these arrays are sensitive, they are limited by the preparation of 
high-quality cDNA probes. To overcome this, oligonucleotide 
arrays based on the synthesis of oligonucleotide probes have 
been developed (Lockhart et al., 1996). The easy synthesis of 
probes led to custom-made arrays that can contain the major-
ity of an organism’s mRNA species, including that of humans 
(Kronick, 2004). Gene array data is analyzed using computa-
tional and statistical methods to identify differences in gene ex-
pression patterns and functional relationships between genes. 
For mechanistic studies, the expression of specific genes is usu-
ally further analyzed by real-time quantitative PCR (Walker, 
2001). Transcriptomics is particularly promising for toxicol-
ogy, since toxicity generally involves not the alteration of a 
single gene but a cascade of gene interactions (Aardema and 
MacGregor, 2002).

6.1.1  Toxicogenomics 
Toxicogenomics aims to investigate the interactions between 
the genome and adverse biological effects induced by toxic 
compounds (Gatzidou et al., 2007). Genomic information can 
play an important role in understanding or predicting the toxic-
ity response of a biological system (Thomas et al., 2002). The 
genomic sequence can significantly affect the pharmacokinetics 
of a compound in a biological system and thereby its suscep-
tibility (Ferrer-Dufol and Menao-Guillen, 2009). In particular, 
the expression of genes involved in biotransformation, such as 
cytochrome p450 enzymes, can play an important role (Bozina 
et al., 2009). 
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6.2.1  Proteomics applications for toxicity testing 
Proteomics studies in the field of toxicology have focused 
mainly on the identification of biomarkers and the refinement 
of mechanistic understanding of molecular mechanisms of tox-
icity (Kennedy, 2002). Studies based on animal models analyze 
the global protein expression in tissue, blood, or urine samples. 
A large number of studies have been performed by the phar-
maceutical industry to identify biomarkers for liver and kidney 
toxicity (George et al., 2010; Wetmore and Merrick, 2004). 
The analysis of human blood and urine samples is particularly 
promising for the prediction of human toxicity. Protein profil-
ing in these samples provided relevant information regarding 
an individual’s health status (Cho et al., 2008; Thongboonkerd, 
2008). Currently, the human blood plasma proteome is being 
mapped to gain more insight into disease and toxicity (Omenn 
et al., 2009). Proteomics analysis is increasingly applied in 
vitro, including applications based on stem cells (van Hoof et 
al., 2008). Until now, studies have focused mainly on gaining 
mechanistic insight into the molecular basis of stem cell dif-
ferentiation, e.g., into neurons and glial cells (Chaerkady et al., 
2009), hepatocytes (Li et al., 2009), or cardiomyocytes (Wen 
et al., 2007). However, a recent proteome profiling study de-
fined a set of protein biomarkers for embryotoxicity in embry-
onic stem cells (Osman et al., 2010). Other in vitro proteomics 
studies have investigated mechanisms of toxicity in primary 
cell cultures. Examples include the role of protein phospho-
rylation in methyl mercury chloride neurotoxicity (Vendrell 
et al., 2010), the developmental toxicity of selenium (Usami 
et al., 2008), and sodium lauryl sulfate induced skin irritation 
(Fletcher and Basketter, 2006). Moreover, the hepatotoxicity of 
several reference compounds was studied in rat primary hepa-

frequently applied, it is not very suitable for highly acidic or 
basic proteins or proteins of low abundance. Moreover, there 
are reproducibility issues between runs, making it difficult to 
combine or compare data from different studies (Garbis et al., 
2005). To overcome these limitations, isobaric tag for relative 
and absolute quantification (iTRAQ) proteomics has been de-
veloped, which makes use of isobaric labels and tandem elec-
trospray ionization (ESI) mass spectrometry (Ross et al., 2004). 
The method allows the analysis of up to eight protein samples, 
each labeled with a specific isobaric tag. The tags bind to amine 
residues of proteins and have an identical mass when detected 
by ESI mass spectrometer. Upon MS fragmentation, however, 
the tags release their specific reporter ions and the eight protein 
samples can be distinguished. The intensities of the reporter 
ions allow protein quantification, and the specific peptide frag-
ment ions in the mass spectra can be compared to a database for 
protein identification. Protein arrays are increasingly applied in 
the field of proteomics because they provide a sensitive, rapid, 
and cost-effective screening tool for protein analysis (Stoeve-
sandt et al., 2009). The main types of protein arrays include 
functional, analytical, and reverse phase arrays. Functional ar-
rays contain immobilized proteins and are used to study pro-
tein interactions with DNA, other proteins, or small molecules 
(Merkel et al., 2005). Analytical assays contain affinity agents 
such as antibodies, antigens, DNA, or small molecules, and 
they are primarily used to measure protein expression in com-
plex protein samples (Phizicky et al., 2003). Finally, reverse 
phase arrays contain cell lysates or protein samples, which are 
probed with labeled antibodies to study protein expression, 
protein modifications (e.g. phosphorylation), or protein signal-
ing networks (VanMeter et al., 2007). 

Tab. 8: Proteomics

Advantages	 Limitations	 Developmental needs

- Important role of proteins in cell 
homeostasis

- Quantitative analysis 
- 2D gel electrophoresis is routinely 

applied
- iTRAQ simplifies quantitative 

measurements of a protein mixture
- MS-based approaches allow the 

identification of proteins 
- Sensitivity, specificity and low costs  

of protein arrays
- Protein arrays allow the simultaneous 

analysis of thousands of proteins 
- Analysis of protein-protein interactions
- Protein profiling can be performed  

in cells, tissues and non-invasively in 
body fluids (blood plasma, serum)

- Shown to generate protein biomarkers 
for in vivo toxicity

- Complexity and instability of the 
proteome

- Large number of proteins and possible 
posttranslational modifications

- Limited detection of low abundance and 
highly acidic or basic proteins by 2D gel 
electrophoresis

- Limited reproducibility between 2D gel 
electrophoresis experiments

- Not all proteins in a sample can be 
identified

- Limited availability of antibodies for  
the detection of the large amounts of 
existing proteins

- Apply proteomics approaches to study 
mechanisms of toxicity in vitro

- Map the human proteome including 
human protein functions

- Develop improved data analysis and 
interpretation methods

- Standardize methods to allow data 
exchange and comparison

- Integrate data with genomics and 
metabolomics data into a systems 
biology approach

- Annotate proteomics data in public 
databases

- Translate in vivo protein biomarkers  
to human health effects

- Continue generation of recombinant 
antibodies for protein array development
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6.3.1  Metabolomics technologies 
The principal technologies for metabolomics studies are nuclear 
magnetic resonance spectroscopy (NMR) and mass spectrometry 
(MS). NMR examines the proton spectrum of a sample, which 
represents a robust and quantitative measurement. Advantages 
of NMR are that it is non-invasive, requires no metabolite ex-
traction procedure, and allows a relatively easy structural iden-
tification of metabolites. However, limitations of NMR include 
its relatively low sensitivity compared to MS and the limited 
number of prevalent metabolites that can be detected. MS-based 
applications have increased over the last years, mostly due to 
the high sensitivity, specificity, and ability to detect and identify 
large numbers of metabolites (Dettmer et al., 2007). 

Because the metabolome is dynamic, a quenching procedure 
is usually applied (e.g., addition of methanol or snap-freezing) 
to stop cellular metabolism and enzyme activity. Next, an ex-
traction procedure is performed to isolate the metabolites of 
interest from the biological sample. For MS-based approaches, 
metabolites are usually fractionated by chromatography (e.g., 
polar versus non-polar metabolites) before detection. The frac-
tions allow a more effective detection of metabolites with dif-
ferent properties and provide additional information for their 
identification. The accurate masses obtained can be used to as-
sign empirical formulae to the peaks in the spectra. For high 
molecular weight metabolites, however, there is an increased 
probability for isomers. To confirm the identities of metabo-
lites, their accurate mass, retention time parameters, or NMR 
spectra can be compared to a database with annotated metabo-
lites. Several commercial and public databases are available, 
such as the Human Metabolome Project (Wishart, 2007) or the 
METLIN database (Smith et al., 2005), that contain thousands 

tocyte cultures. Comparison of the results with rat liver tissue 
revealed a good in vivo-in vitro correlation for several protein 
biomarkers related to oxidative stress and mitochondrial me-
tabolism-regulation (Kikkawa et al., 2005, 2006). Thus, in vitro 
proteomics has proven to be a valuable approach to identify 
protein biomarkers for mechanisms of toxicity (e.g., oxida-
tive stress, cell death, or energy metabolism). More effort is 
now required to translate biomarkers into the in vivo or human 
situation, when possible using animal tissues or human clinical 
samples (Gao et al., 2009).

6.3  Metabolomics
Metabolomics aims to measure the dynamic response of bio-
logical systems by the characterization and quantification of 
low molecular weight metabolites at a given time point (Tab. 
9) (Nicholson and Lindon, 2008). Because the metabolome is 
defined by gene, transcript, and protein changes, metabolomics 
is considered to be the omics science closest to the phenotype. 
Metabolites such as amino acids, oligopeptides, sugars, fatty 
acids, and other intermediates of biochemical pathways can 
provide information on the dynamic responses to genetic, phys-
ical, pathological, or developmental influences. The number 
of metabolites in a biological system is estimated to be a few 
thousand, which is relatively few compared to the number of 
genes and proteins. Metabolomics, therefore, is considered a 
more approachable methodology than genomics or proteom-
ics, particularly in translating results to phenotypic changes. 
Because metabolic changes represent the final outcome of all 
physiological processes, metabolomics is a relevant approach 
to study toxicity (Robertson, 2005).

Tab. 9: Metabolomics

Advantages	 Limitations	 Developmental needs

- Allows the simultaneous measurement 
of hundreds of metabolites 

- The omics science considered to be  
the closest to the phenotype 

- NMR analysis is robust, non-invasive, 
quantitative and allows structural 
identification of metabolites

- MS analysis is sensitive, quantitative 
and detects a high number of 
metabolites

- Availability of public and commercial 
databases with annotated metabolites 

- Both in vitro cell cultures and in vivo 
tissue and non-invasive blood, urine 
applications

- Shown to predict in vivo liver and  
kidney toxicity

- Low sensitivity of NMR
- Limitations for metabolite identification 

using MS-based approaches
- In vivo approaches are influenced by 

variability factors, e.g. age, gender,  
diet, stress, housing conditions, health 
status

- In vitro approaches are influenced 
by variability factors, e.g. cell culture 
conditions, metabolic competence,  
media formulations, serum additions, 
treatment vehicle

- Quenching and metabolite extraction 
procedures limit the detection of 
metabolites

- Requires costly NMR or MS technologies 
- Complexity of the data analysis and 

interpretation, e.g. metabolic pathways

- Explore in vitro approaches for pathway 
identification to support “the vision”

- Improve and validate quenching and 
extraction procedures for optimized 
detections

- Standardize methods to allow data 
exchange and comparison

- Develop guidelines to reduce external 
variability factors 

- Develop improved data analysis and 
interpretation methods

- Extend the annotation of metabolomics 
data in public databases

- Integrate data into a systems biology 
approach

- Translate in vivo and in vitro biomarkers 
into clinical utility 
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al., 2009). Such low dose studies refine animal experiments 
and better represent the real life situation in which humans 
are exposed to low levels of environmental agents during their 
lifespan. This is in contrast to the current high-dose animal 
tests used for human risk assessment.

In vitro toxicity studies using metabolomics have been rath-
er limited so far (Cuperlovic-Culf et al., 2010). However, in 
vitro applications are likely to increase due to some advan-
tages over the analysis of body fluids. Blood and urine contain 
a restricted number of metabolites present in organs or tissues 
(due to the blood-brain barrier, for one example). Moreover, 
metabolites are diluted in blood and urine volumes, which can 
limit the detection of less abundant metabolites. Although the 
in vitro environment is a simplistic model of the in vivo, it 
sometimes provides a more isolated, controlled, and less vari-
able system. It is known that the results of animal studies are 
influenced by confounding factors such as diet, age, gender, 
health status, and stress. A recent study demonstrated the in-
fluence of strain and gender on the metabolome profiles of rat 
blood plasma from a repeated dose study (Strauss et al., 2009). 
There are, however, a number of challenges for in vitro me-
tabolomics studies. Cellular metabolism depends upon vari-
ous factors such as growth conditions, age, and differentiation 
status. Moreover, variations in culture media formulations and 
additives (e.g., serum) can induce variability. In vitro metabo-
lomics studies can focus on metabolic fingerprinting (intra-
cellular metabolites) or metabolic footprinting (excreted me-
tabolites), but for complete analysis both approaches should 
be combined. For example, a LC-MS based fingerprinting ap-
proach was used to study neurotoxicity in a rat primary neuro-
nal cell model (van Vliet et al., 2008). Furthermore, a LC-MS 
based footprinting approach was used to investigate valproate 
toxicity in human embryonic stem cells (Cezar et al., 2007). 
Using the same footprinting approach, several teratogens were 
tested in human embryonic stem cells to identify biomarkers 
for developmental toxicity and generate a preliminary predic-
tion model (West et al., 2010). Metabolomics applications in 
cell cultures have been initiated only recently, and much is 
expected from this approach, especially applications in human 
stem cells – promising because they could provide insight into 
human toxicity pathways. 

6.4  The potential role of omics technologies  
in the vision
Omics technologies will play a key role in establishing the 
proposed toxicity pathway-based risks assessment. In particu-
lar, the comprehensiveness and sensitivity of omics technolo-
gies provide excellent opportunities to identify perturbations 
leading to toxicity. Sensitive technologies can detect small 
perturbations at relatively low doses and early time points. 
Moreover, their quantification allows the establishment of 
robust dose-response models useful to predict no-effect-level 
concentrations of chemicals and perform adequate risk assess-
ments. Omics approaches have successfully identified bio-
markers for toxicity predictions, often before clinical signs of 
toxicity or disease. The current challenge is to translate and 

of metabolites. Identities of metabolites not annotated in a data-
base can be confirmed by MS-MS fragmentation. Still, a limita-
tion of the MS-based approach is that often not all metabolites 
can be identified. The data analysis procedures of NMR and 
MS datasets depend upon the metabolomics study performed 
(Cuperlovic-Culf et al., 2010). A profiling study is a hypothe-
sis-driven approach based on pre-selected metabolites relevant 
for a specific pathway, disease, or toxic perturbation. The me-
tabolites of interest are detected and their concentrations accu-
rately quantified. The metabolite concentrations can be used to 
identify biomarkers, metabolic pathways, or to develop systems 
biology models (Lanza et al., 2010). A fingerprinting study is 
a hypothesis-generating approach based on a complete mass 
spectrum or a specific mass range of interest. A statistical data 
analysis compares the different spectra to find significant dif-
ferences in metabolite patterns and intensities. Principal com-
ponent analysis (PCA) is a commonly used method to view the 
variation within multivariate datasets. Based on the most vari-
able components, samples are displayed in a multidimensional 
plot to reveal clustering patterns that show differences or simi-
larities between samples. Identification of the metabolites re-
sponsible for the clustering can provide metabolic fingerprints 
useful in classifying compounds into toxicity classes or act as 
biomarkers of toxicity. The limitation of such an unsupervised 
data analysis is that it can lead to errors due to the inclusion 
of irrelevant sources of variance. It is therefore important to 
develop a reproducible method and perform data normalization 
procedures. The latest software packages control the complete 
metabolomics process, including data detection, normalization, 
statistical analysis, metabolite identification, database search, 
and pathway identification. 

6.3.2  Metabolomics approaches for  
toxicity testing 
Metabolomics toxicity studies have been performed both in 
vivo and in vitro. In vivo studies are based on non-invasive 
urine or blood samples from treated rats or mice, which con-
tain relevant metabolites. Metabolic profiling of blood plasma 
samples was shown to distinguish different modes of action 
of compounds based on changes in metabolite patterns. By 
establishing a database, the modes of action of unknown com-
pounds can be screened in a non-invasive and more cost-effi-
cient manner (van Ravenzwaay et al., 2007). The largest effort 
to study in vivo toxicity was made by the COMET consortium 
(Lindon et al., 2005), which has successfully established a 
database with NMR profiles (urine and blood samples) that 
allows the prediction of liver and kidney toxicity (Ebbels et 
al., 2007). A follow-up project, COMET-2, is currently inves-
tigating biochemical mechanisms of toxicity and inter-subject 
variation of kidney and liver toxicity (Nicholson and Lindon, 
2008). The prediction of toxicity based on non-invasive urine 
and blood samples is a promising achievement, since multi-
ple sampling over a long time period allows the monitoring 
of chronic toxicity. Moreover, the sensitivity of metabolomic 
analysis allows the performance of low-dose in vivo toxicity 
studies, as for example carried out for phthalate (Sumner et 
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biochemical pathways. In particular, omics technologies com-
bined with molecular techniques such as gene knock-out and 
silencing techniques are suitable for identifying the interac-
tions and relationships between individual components. Next, 
the system dynamics need to be understood through the quanti-
tative measurement of the single components at normal home-
ostasis conditions and after inducing specific perturbations. 
The perturbations can give insight into the adaptive capacity of 
the biological system. If the perturbations are too strong for the 
system to adapt, it will lead to system alterations and a disrup-
tion of homeostasis. To understand the dynamics in a biological 
system it is important not only to have quantitative information 
but also to understand the temporal and spatial dynamics of 
molecular and biochemical processes. Such information could 
be generated using molecular imaging techniques. To create a 
systems biology level understanding, the structural and dynam-
ic information need to be integrated. The field of bioinformatics 
has developed visualization programs that formulate detailed 
graphical and mathematical models of the comprehensive data 
sets to achieve this. The models can generate hypotheses of the 
system’s behavior in response to a specific perturbation, e.g., a 
chemical exposure. The current bottleneck for the field of sys-
tems biology is not the generation of data but the availability of 
adequate bioinformatics tools to integrate the information. An-
other requirement is the development of data standardization 
and quality assurance guidelines to allow international studies. 
Systems biology is a fundamental part of the vision since it 
aims to provide a systems level understanding of toxicity path-
ways. Currently, it is important to perform a number of small 
scale, proof-of-principle systems biology studies to confirm if 
they are able to identify toxicity pathways. 

8  Testing strategies 

Although testing strategies are not explicitly proposed in the vi-
sion, they will play a role in keeping the newly envisioned tox-

validate biomarkers for human toxicity. A problem for this is 
access to human data, preferably from human clinical trials. 
Further challenges include the integration and standardization 
of omics approaches. The integration of omics data should 
give insight into the interactions between the different cellular 
components and the cellular pathways that maintain homeos-
tasis in the biological system. Standardization is necessary for 
the exchange, comparison, or integration of omics data from 
different experiments or institutions. Moreover, it should guar-
antee international quality standards for omics data. 

7  The systems biology approach 

For many years, toxicologists have applied the reductionist ap-
proach by analyzing individual components of biological sys-
tems in response to a toxic exposure. Such studies only show a 
partial component of the dynamic processes that take place in 
a biological system. With strong support of the omics scienc-
es and computational modeling approaches, researchers have 
started to study the complex relationships between different 
components (genome, proteome, metabolome), thereby creat-
ing a systems biology approach (Tab. 10) (Ideker et al., 2001; 
Waters and Fostel, 2004). Systems biology, one of the newly 
emerging fields in the life sciences, aims to integrate data from 
different approaches (e.g., genomics, proteomics, metabo-
lomics, and imaging) to identify and understand molecular and 
biochemical pathways that control homeostasis (Heijne et al., 
2005). It is important to state that identifying all the different 
genes, proteins, and metabolites in a biological system does not 
lead to a systems biology understanding (Aderem, 2005). The 
challenge is to discover the dynamic interactions between the 
components and how they maintain and control homeostasis. 
To obtain a system-level understanding of a biological system a 
number of different properties need to be investigated (Kitano, 
2002). The first step is to identify the structural components 
of the system, including its networks of genes, proteins, and 

Tab. 10: The systems biology approach

Advantages	 Limitations	 Developmental needs

- Creates a global systemic overview of 
processes in a biological system

- Provides understanding of molecular 
and biochemical processes related to 
toxicity or disease

- Integration of different technologies 
(omics, imaging, computational 
modeling) 

- Aims to identify pathways of toxicity as 
proposed in “the vision”

- Limitations in storing, handling, and 
analyzing large datasets generated  
by different technologies

- Complexity of data analysis and 
integration

- Data of different sources increase 
variability

- Results are highly dependent on the 
quality of the integrated data

- Data will contain unidentified proteins  
and metabolites 

- The number of existing pathways is 
unclear

- Need for novel data normalization, 
analysis and interpretation methods

- Provide data in public databases to 
facilitate the development of systems 
biology 

- Provide methods to validate results of 
the systems biology approach towards 
the human situation

- Need for more interdisciplinary 
collaborations 
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and generated in the previous tiers. Besides their development, 
the validation of testing strategies represents a major challenge, 
since current validation principles are designed for single test 
methods (Kinsner-Ovaskainen et al., 2009).

9  Concluding remarks

The publication of the vision has had a major impact on the 
field of toxicology. This is reflected, in part, by the publication 
of related scientific articles, the organization of related meetings 
and workshops, and the formation of agency alliances aiming 
for its implementation (Collins et al., 2008). Moreover, it has 
provoked a global discussion among various stakeholders who 
have different interpretations and views regarding its feasibil-
ity and practical implementation. Current challenges for the vi-
sion include the implementation and integration of the proposed 
technologies into an adequate new paradigm and demonstration 
of its predictive capacity for human toxicity in comparison to 
current animal-based testing. Proof-of-principle studies are re-
quired to identify the first human toxicity pathways and predict 
relevant human blood or tissue concentrations from in vitro con-
centrations triggering toxicity pathways (for example, in human 
cells). For the latter, adequate PBPK models need to be devel-
oped which take into account chemical characteristics and hu-
man pharmacokinetic parameters such as absorption, distribu-
tion, metabolism, and excretion (Forsby and Blaauboer, 2007; 
Bouvier d'Yvoire et al., 2007). Such studies will demonstrate 
the feasibility of the vision and create more confidence. Once 
the toxicity pathway-based risk assessment approach is estab-
lished, larger studies can be set up to identify all existing hu-
man toxicity pathways. Several studies are ongoing at the EPA 
and the National Institute of Health Chemical Genomics Center, 
which apply high throughput and omics technologies to identify 
toxicity pathways and investigate their ability to predict human 
toxicity (Schmidt, 2009). It seems that toxicology has started 
to give up on traditional animal-based testing and is moving 
towards the implementation of new technologies expected to 
provide a more accurate, science-driven, and humane assess-
ment of human toxicological risk. 

icity testing approach feasible (Tab. 11). The design of testing 
strategies aims to make use of both existing and newly generated 
information to increase the quality of human safety assessment 
and reduce costs, time, and animal use. Although strategies dif-
fer significantly depending on the toxicological hazard assessed, 
there are a number of common characteristics (Jaworska et al., 
2010). Testing strategies are usually based on a tiered testing 
approach with interim decision points between successive tiers. 
This differs from a testing battery, in which all compounds are 
simultaneously tested in a number of selected tests. At each de-
cision point, the interim results are evaluated to decide whether 
there is sufficient information about a chemical or if additional 
testing is required for adequate risk assessment. In general, the 
most time- and cost-efficient methodologies are applied first, fol-
lowed by the more laborious and costly ones. A testing strategy 
commonly starts with the gathering and evaluation of existing 
information (toxicity and human exposure data) from various 
sources to identify compounds for which adequate information 
already exists. If existing information is insufficient, the testing 
strategy is often continued with computational methods, since 
they are relatively inexpensive compared to laboratory experi-
ments and can provide useful information for first-level deci-
sions. In particular, (quantitative) structure-activity relationship 
or (Q)SAR analysis, which predicts toxicological properties of 
a compound based on its chemical structure, can be valuable for 
testing strategies (Cronin et al., 2003; Hartung and Hoffmann, 
2009). Although, QSAR analysis alone is generally not enough 
for risk assessment, it can be used to categorize compounds into 
different toxicity classes and thereby identify the most appropri-
ate tests to continue the testing strategy (Russom et al., 2003; 
Walker and Carlsen, 2002). Moreover, QSAR data can be used 
to prioritize compounds that pose the greatest risk of adversely 
affecting human health. The successive tier in a testing strategy 
can be the generation of new data using either a single test or a 
battery of in vitro assays. For large in vitro test batteries, high 
throughput screening technologies are useful. The last resort of 
integrated testing strategies is often the use of targeted animal 
experiments; the number of compounds that require testing, 
however, should be greatly reduced by the information collected 

Tab. 11: Integrated testing strategies

Advantages	 Limitations	 Developmental needs

- More time and cost efficient compared 
to testing large batteries

- Decision points between tiered tests 
allows the removal of chemicals with 
sufficient information

- Reduces the risk of false positives
- Potential to reduce time, costs and 

animal numbers for toxicity testing

- Design of testing strategies is complex
- Limited experience applying testing 

strategies 
- Limited number of tests that can be 

included to maintain feasibility
- Unclear validation process
- High costs and work required for a 

prospective validation

- Investigate the optimal design of 
integrated testing strategies

- Perform proof-of-principle studies  
using some initial (relatively simple) 
strategies 

- Explore prospective validation  
principles

- Perform retrospective validation  
studies using existing data

- Involve regulators to apply and  
support the future approval of testing 
strategies
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