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Food for Thought ... on Validation

Food for thought?

Publishing a scientific journal in the in-
ternet era is an enormous challenge: Arti-
cles are commonly retrieved by browsing
databases, with the consequence that few-
er and fewer people hold the journal in
their hands and actually screen the con-
tents of an issue. Many miss what makes
a scientific journal different from a repos-
itory of articles — the active forum of ex-
change of a specific section of the scien-
tific community. With my new series of
“Food for Thought” articles ALTEX aims
to enhance this form of communication
by providing a very personal view on top-
ics in the field of alternative methods that
might need some more thought.

As a first topic I have chosen the core
of ECVAM’s business, validation itself. I
want to share and discuss a couple of
thoughts, identified problems and emerg-
ing solutions, but not give final answers.
Comments and feedback are more than
welcome as is active participation in
driving the field toward solutions for
these open problems.

What does validation of
alternative methods mean?

According to the dictionary, the word
“alternative” has only been used to mean
“better than the established” since 1970.
This is in fact an excellent description of
what science is about in general:
progress to something better than what is
already established.

Therefore, it is remarkable that the
term today is so closely associated with
alternatives to animal experiments. In
this field we are striving toward a more
humane science, a science that avoids
and reduces the suffering of animals. Re-
markably, this area is also on the frontier
of safeguarding the quality of science.
Validation of alternative methods means
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proving the relevance of the scientific
methods we use. This is an astonishingly
new concept, which has only developed
over the past 20 years. Indeed, it started
out in this field of biomedicine, in the
field of alternative methods.

There are two main reasons, why it is
this field that has taken a certain lead: On
the one hand, in the context of (regulato-
ry) safety assessments very much is at
stake (our health, possible scandals) and,
on the other hand, at the same time we
are in the scientific field with perhaps the
most traditional (not to say “old-fash-
ioned”) approaches. Where else in sci-
ence do we still use experimental set-ups
that have hardly changed for 60 years?

These two aspects are interdependent:
where consumer and patient safety are
concerned, approaches are not changed
easily; regulators have good reasons to
be conservative. To meet the challenges
of self-renewal and at the same time
maintain safety standards, validation was
introduced to ascertain the suitability of
new methods and to allow change only
for the better and only on solid ground.
In this context, validation ensures the

“survival of the fittest”. But, in an area in
which protection of some “fossils” hin-
ders normal evolution, “un-natural selec-
tion” becomes necessary.

The principle of validation is depicted
in Figure 1: The alternative test method
consists of the test system and a data
analysis procedure (DAP). The latter is
an algorithm used to calculate the result
from the raw data. The reference test
serves as the point of comparison. If no
such reference test exists or can be used
for comparison, a consensus standard is
used, i.e. experts agree on the reference,
for example a number of positive and
negative substances.

The test results of the alternative test
are then compared to the reference re-
sults. For this purpose a prediction mod-
el, which converts the results of the alter-
native method into the categories or units
of measurement of the reference method
(for example a measure of cytotoxicity is
converted into classes of toxicity accord-
ing to EU classification), is typically re-
quired. There are three principle aspects
of validity highlighted by grey boxes: (i)
reproducibility of the test system, (ii) its
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Validation is a process in which the scientific basis and

reproducibility of a test system, and the predictive capacity of an
associated prediction model, undergo independent assessment

Fig. 1: Definition of validation
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scientific mechanistic basis and (iii) its
predictive capacity for the reference re-
sults. Furthermore, quality control of the
test (standardisation, notably including
the definition of its purpose) and the val-
idation process itself (mainly its trans-
parency and independence) are require-
ments and form the definition of the
validation process.

Some common
misunderstandings about
validation

Misunderstanding 1:
Validation is an animal welfare activity

Validation of alternative methods is pri-
marily a quality control process. Its aim
is to prevent premature or unsuitable
methods from being used in sensitive
contexts, such as safety assessments and
product development. It has a gate-keep-
ing function and is not there to promote
alternatives. Indeed, only a tiny number
of all scientific methods in use can be
considered to be suitable substitutes for
well established animal experiments; and
again only some of these are sufficiently
well standardised to allow them to enter
the validation process. Of these few
methods about one third will fail the
prevalidation and roughly one third will
fail the validation phase. Validation
means a rigorous sorting out of many
valuable in vitro and more recently in sil-
ico approaches (Worth et al., 2004) in
scientific use to identify the very few
which can then be considered validated.

Why does validation still promote al-
ternatives and does not just represent an
obstacle to their use? Optimistic answer:
Because alternative methods simply are
better and can stand the comparison with
conventional animal-based methods for
toxicity assessments. Notions like “hu-
mane science is the best science” or “an-
imal welfare and good science are just
two sides of the same coin” express this
feeling.

There is actually quite a basis to support
this view (Goldberg and Hartung 2006):

- animal tests reflect the scientific ap-
proach of the time they were developed,
not necessarily today’s scientific ap-
proach and understanding
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- they never underwent proper quality
control/validation, but are rather based
on convention; a precise description of
method performance is mostly missing
they are “under-powered”, which
means that from the view point of a
statistician (sorry to the animal-loving
statisticians — this only refers to the
professional view) far too few animals
are used per experiment to allow con-
clusive results: costs, work and animal
welfare limit the use of animals with re-
gard to group sizes and numbers of rep-
etitions.

The latter deficit is too often overcome
by inappropriate use of statistics (the all-
time favourite being the one-sided t-test)
or by skipping statistics altogether. We
happily add new endpoints to animal
tests without compensating for multiple
testing: A significance level of 5% im-
plies that one out of 20 endpoints for a
negative substance can be false-positive.
Regulatory test SOPs often foresee 40
endpoints. That makes it very difficult to
find a negative substance at all.

Another major shortcut used to
squeeze results out of small groups is to
use in-bred animals for the tests: testing
identical twins eliminates variability of
the assay — fine, if the endpoint under
study is not affected by this variability,
but does anyone control this properly?

Misunderstanding 2:
Validation is the calibration of a method

The term “validation” is commonly used
in many contexts. For chemical and
physical methods or in general in the
quality assurance processes of ISO/GLP,
it refers mainly to the assessment of re-
producibility and the definition of con-
trols to be applied. Scientists operating in
analytical fields often do not understand
the extent of work and time it takes to
carry out a validation study for toxico-
logical safety assessment purposes. The
calibration of methods ascertains that we
measure things right. The focus of the
validation of alternative methods, how-
ever, 1s to assess whether we are measur-
ing the right parameter (i.e. its relevance)
and to ascertain to which test materials it
is applicable (negatively said, the test
limitations). It would probably have been
better to coin a completely new word for
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the process of validation of alternative
methods, such as “relevantification”. Us-
ing the ambiguous term ‘“validation”
leads too many people to believe too
soon that they understand the process.

Misunderstanding 3:
Animal tests have been validated by
their long-term successful use

The best answer to this I have encountered
so far (although it was originally meant in
a different context) is the following:
“Learning from experience may be noth-
ing more than learning to make the same
mistakes with increasing confidence.”
(Petr Skrabanek and James McCormick,
Follies and Fallacies in Medicine, Tar-
ragon Press, Glasgow, 1989).

The ideal evidence that could be used to
evaluate animal-based approaches would
be epidemiological studies in humans.
However, such studies are usually not
available or, even worse, cannot be done
with only reasonable effort. Why should
experience not collected systematically
work here? It took us 50 years to prove
that smoking causes cancer. How should
we deal more effectively with all other po-
tentially dangerous substances of less
clearly assessable exposure? The 10 to 15
years latency between exposure and diag-
nosis of cancer cannot be circumvented in
epidemiological studies. Other chronic
health effects are no better — perhaps less
time elapses between exposure and the de-
velopment of symptoms of chronic sys-
temic toxicity or reproductive toxicity, but
the possible manifestations are also much
more diverse (Prieto et al., 20006).

We could ask whether “predictive
chronic toxicity” exists at all. A world with
about 140.000 man-made chemicals that
permits us to become almost 100 years
old, cannot be that dangerous to our health.
To attribute this to the successful sorting
out of certain chemicals appears overbear-
ing, given that systematic risk assessment
of new chemicals has (in Europe since
1981) been done on the last 4.700 only.

The claim that animal experiments
protect us from chemicals’ adverse ef-
fects is difficult to disprove: most sub-
stances are safe anyway, others have not
been on the market long enough to cause
problems and in most cases the causal
link between exposure and effect cannot
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be scientifically demonstrated. Frustrat-
ingly, only the acute and topical toxic ef-
fects permit comparison of animal results
with human data, and of course it is these
which are relatively easy to replace by al-
ternative methods anyway.

Misunderstanding 4:
Prevalidation is what happens before
validation

Including a prevalidation step in the val-
idation scheme was meant to introduce
an important check-point before embark-
ing on large ring trials (Hartung und
Spielmann, 1995). However, the stan-
dardisation of methods and the repro-
ducibility assessment are integral parts of
the validation process themselves. Actu-
ally, in other fields, these alone are often
considered as the validation (see misun-
derstanding 2). However, the work done
in this phase, which may often last even
longer and be more laborious than the ac-
tual final validation phase, is perceived as
preparatory only. We have thus largely
abandoned this term in the definition of
the Modular Approach (Hartung et al.,
2004), although it will no doubt continue
to constitute an integral step when organ-
ising a prospective validation study.

Misunderstanding 5:

Omics technologies will quickly give
us the means to test, but

they are difficult to validate

Hopes raised for toxicogenomics, -pro-
teomics and -metabonomics, etc. as nov-
el alternative methods are high. Typical-
ly, whenever a technology is difficult to
understand, it creates unjustified hopes
or fears. The truth about omics as alter-
natives is just the other way around: Val-
idation of “omic” technologies can be
done quickly, but they are difficult to
standardise and whether they are a suit-
able means to provide the answers we
need, must still be shown. Nevertheless,
efforts are ongoing to allow the applied
use of the technology in regulatory
frameworks (Corvi et al., 2006). The
principal problems are:

- Measuring a lot (data-rich endpoints)
does not improve the quality of the test
system you start with (“trash in, trash
out™).
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- The highly complex procedures are dif-
ficult to standardise and quality control
is difficult.

- The technologies are still too demand-
ing for them to be carried out in routine
laboratories.

There is little doubt about how to vali-
date them once they have reached a suf-
ficient stage of maturation (Corvi et al.,
2006): challenge them with a couple of
substances and check reproducibility and
predictive capacity.

Nevertheless, these techniques
promise to screen more effectively for
new biomarkers to measure the desired
effect and to gain a deeper mechanistic
understanding. Thereby, they will help to
develop new alternative methods but, at
this moment, they do not represent
ready-to-use alternatives.

Some problems of the
validation process

Problem 1: The point of reference

Figure 2 shows, what I call the “valida-
tion dilemma”: We typically do not com-
pare the results of the test to be validated
with what we are actually interested in,
i.e. in vivo human data. We simply do not
usually have such data. Instead, we gen-
erally consider the animal experiment as
the (one and only) gold standard. How-
ever, this means that from the beginning
we can only approximate the test’s per-
formance; it is not possible to go further
and improve the approach.

If the animal test is considered correct,
we can only achieve a sensitivity or
specificity below 100% for the new test
and a correlation below 1. This instantly
gives the impression of lower precision
and lower safety levels. This means that
(accepting that the animal test in reality
is not perfect) everything that in fact rep-
resents an improvement will indeed ap-
pear to weaken the rigor of the assess-
ment.

This is not a very scientific approach,
where “striving for the better” should be
the main principle. Imagine if religious
reformers had from the beginning ac-
cepted the infallibility of the pope... (To
be historically correct, the infallibility
dogma was introduced only some 140
years ago, i.e. long after reformation). In
future we will aim to use the term “tradi-
tional test” rather than “gold standard” to
indicate the uncertainty of the point of
reference.

Some options on how to overcome the
dilemma come to mind:

- We can validate the animal experiment
against human data (certainly limited).

- We can estimate how well effects in hu-
mans may be predicted by performing
species comparisons: why should the
rat predict human responses better than
the mouse or guinea pig, etc. Notewor-
thy, where such species comparisons
exist, correlations range typically
around only 70%.

- We can estimate the reproducibility of
animal tests from retrospective assess-
ments of the variability within the test
and between different tests. The differ-

What we do
not know
Animal — Human
tests health
Classical What we
Validation Alternative would like
methods to know

Fig. 2: The validation dilemma
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ence in the response of animals in the
same treatment group will certainly be
smaller than that between experiments
on different days or done in different
laboratories.

We can create a combined reference
from all available data instead of com-
paring only with the animal experi-
ment. By expert judgment, for example,
the classification of a chemical is done
on the basis of all available data, which
might include non-guideline studies,
structure/activity relationships, mecha-
nistic information and human data. This
compiled information should outper-
form what a single test can offer.

This will still leave us in most cases
with a reference that is based largely on
animal data, since these are the data sets
which are required by regulators and are
carried out for these purposes under
Good Laboratory Practice (GLP) princi-
ples. The drawback of a lot of these so-
called high quality animal datasets is that
the data are often not public, since they
are only provided confidentially to regu-
latory institutions and are typically not
published in the public domain. This is
where we crucially need industry to sup-
port the development of alternative meth-
ods. This type of information is also of
critical importance for the development
of structure/activity relationships. Unfor-
tunately, the provision of (raw) data is of-
ten not enough: the substance needs to be
made available at the same time to chal-
lenge the alternative test system.

In practice, high quality data exists (al-
though confidential and without raw da-
ta) for chemicals notified over the last 25
years under the Dangerous Substance Di-
rective in the New Chemicals Database
(to date about 4.700 compounds). How-
ever, few of these substances are com-
mercially available in laboratory quanti-
ties and in sufficient purity; for many
new chemicals production has been dis-
continued already. Again, the call is to
industry to support validation by provid-
ing suitable substances with their
datasets.

Expectations of the European Partner-
ship for Alternative Approaches to Animal
Testing (EPAA, http://ec.europa.eu/ enter-
prise/epaa/index_en.htm), a partnership
between the European Commission and
industry comprising an increasing number
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of individual companies (to date 27) and
trade associations (to date 7), are high.

Problem 2: Precautionary toxicology

The idea of precautionary toxicology is
to opt for the worst case assumption as to
the toxic properties of a substance in the
absence of proof against this. The con-
cept evolved out of the German socio-le-
gal tradition of the 1930s (“Vor-
sorgeprinzip”). In 2000, the European
Commission issued a Communication on
the precautionary principle, in which it
adopted a procedure for its application,
as done earlier in the Maastricht Treaty.
The principle has been translated to
many EU policies, including areas be-
yond environmental policy, such as the
EU food law and policies relating to con-
sumer protection, trade and research, and
technological development. A working
definition and implementation strategy
for the EU context has been proposed
(Fisher et al., 2006):

“Where, following an assessment of
available scientific information, there are
reasonable grounds for concern for the
possibility of adverse effects but scientif-
ic uncertainty persists, provisional risk
management measures based on a broad
cost/benefit analysis whereby priority
will be given to human health and the en-
vironment, necessary to ensure the cho-
sen high level of protection in the Com-
munity and proportionate to this level of
protection, may be adopted, pending fur-
ther scientific information for a more
comprehensive risk assessment, without
having to wait until the reality and seri-
ousness of those adverse effects become
fully apparent”.

The idea is intriguing: better sacrifice a
couple of innocent chemicals than suffer
from surprises of products on the market.
But, what type of reference for validation
is this, where we have an inflation of
false-positives? For some areas like can-
cer and reproductive toxicology it has
been shown that we are facing most like-
ly 10-times more false than real positives
(Kirkland et al., 2005; Hoffmann and
Hartung, 2005; Bremer et al., 2007;
Kirkland et al., 2007). Whether we can
afford this for REACH, i.e. applying this
to the most valuable chemicals we have,
is outside the scope of this analysis. But
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how could this possibly serve as the stan-
dard, the reference point, for validation?
It will be most difficult to devise any test
to identify such false-positives. Thus, a
precautionary approach is not only suici-
dal to many newly developed substances
(and possibly if applied within REACH
to our most valuable chemical products).
It also closes the door on its own suc-
cessful replacement by creating an obsta-
cle for any substitute, which would have
to find the same false-positives (Hoff-
mann and Hartung, 2005).

Problem 3: Test guidelines instead of
standard protocols for animal tests

The most effective measure adopted to re-
duce unnecessary animal tests was the in-
troduction of “mutual acceptance of data”
(MAD) by the OECD. This means that
substances are tested only once and not re-
peatedly in every country of notification.
However, this usually means that a com-
promise must be made in creating test
guidelines, which are ill-defined and al-
low for many variants covering the vari-
ous member state versions of the test. This
means that the jointly accepted data origi-
nate from quite different test versions, no-
tably, without any proof of their equiva-
lence. How can such a diverse set of data
serve as a point of reference? How can a
substitute predict such a combination of
different tests with regard to their out-
come? Hardly any of these substances will
be tested in more than one variant. So,
who can tell which of the results can serve
as a point of reference for validation?
Thus, what initially served as a measure to
reduce unnecessary animal testing, has
turned into an obstacle to its real, final res-
olution (Hoffmann and Hartung, 2006a).

Problem 4: Standardisation versus
flexibility of alternative methods

The same problem applies to the alterna-
tive methods, where a very specific pro-
tocol has been validated, while before
and afterwards many variants are in use.
When mining existing data for retrospec-
tive analysis, the question arises which
data originate from sufficiently similar
test protocols? A tool might be borrowed
here from clinical medicine, i.e. meta-
analysis. This refers to an approach to
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combine various clinical studies and as-
sess their overall outcome. However, no
such meta-analysis has so far been un-
dertaken in our field. Problems to be clar-
ified include how to identify the data to
be included, since often relevant data are
proprietary, and how to control the qual-
ity of the input data. With regard to the
latter aspect, we together with a contrac-
tor are currently developing the neces-
sary quality score for toxicological stud-
ies. How might such a quality score
look? For example, there could be a
number of different categories ranging
from “case report in non peer-reviewed
literature” to “multi-laboratory, blinded
ring trial under GLP with independent
management and assessment”.

Another way to control the variants
that will be used for regulatory purposes
is to establish for each of the validated in
vitro assays an adequate set of perfor-
mance standards for each application
area. This would allow assessing the
equivalence of a test variant to the vali-
dated method.

Problem 5: “One by one replacement”
versus “one by many replacements”

Unlike for the acute and topical toxicities,
which have dominated the area of devel-
opment and validation of alternatives so
far, the more complex endpoints will not
be replaced by single tests (except for
some filter tests sorting out certain sub-
stances from the start). Instead, combina-
tions of tests will be required. This con-
cept is referred to as the “intelligent
testing strategy” (ITS), “integrated test-
ing”, “test strategy” or “test battery”, etc.

At this moment we lack most of the
tools to compose and to validate such
testing strategies. They certainly require
more substances to be tested, both to de-
termine the proper composition of the
tests and to validate the strategy. The
main question from my current point of
view is whether we have to and can vali-
date all the individual tests separately or
only the overall strategy. The first ap-
proach is challenging with regard to the
point of reference for each partial test,
the latter approach is challenging with
regard to the complexity of the analysis.
A solution might lie in the middle, where
each building block of the ITS needs to
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be evaluated for standardisation and re-
producibility (modules 1-4 of the modu-
lar approach), and relevance (modules 5
and 6) is only assessed for the overall
ITS. Discussions have only begun and al-
so the ongoing large EU Integrated Pro-
jects (A-Cute-Tox, ReProTect, Sens-it-iv,
OSIRIS and CarcinoGenomics) are chal-
lenged with these questions.

However, perhaps we are overestimat-
ing the challenge: Some validated tests
are in fact already testing strategies — the
embryonic stem cell test for example
tests two cell types (embryonic stem
cells and fibroblasts) with different end-
points (cardiac differentiation and cyto-
toxicity); it might well be that composing
this test (strategy) could have been done
in a more analytical manner, but it did
not pose a real problem for validation.

Problem 6: Lack of post-validation
surveillance

Science is continuously progressing and
alternative methods will still face chal-
lenges from new results and technological
developments after validation. We need to
stay open to such insights and changes;
otherwise we are in danger of creating an-
other rigid, traditional approach.

A first step would be to follow up the
fate of validated alternatives in practical
use. A user forum, feed-back mecha-
nisms (e.g. where the method failed) or
workshops collecting experience from
practice (experimenters and regulators)

Retrospective

-

7 modules

Suppor‘t’ive info

represent opportunities. We must be open
to both a restriction and an extension of
the applicability domain of tests based on
new experiences. This can include also
the withdrawal of the validity status of a
method after a new peer review. Some al-
ternative methods were validated a
decade ago: time to ask where we are
with regard to their implementation and
experience from use.

Problem 7: Lacking implementation
of the relevant mechanism as a criterion
for validation

While reproducibility/reliability and rel-
evance assessments are well structured
parts of the validation process, the as-
sessment of the scientific basis of a test
method has not really been formalised. It
is usually seen as part of the test defini-
tion and the absence of obvious concerns
is taken as evidence of a justified mecha-
nistic basis.

However, it is exactly this mechanistic
basis which links alternative methods to
modern toxicology, which has in large
parts become mechanism-based. It might
in some cases be more important that a
new, alternative method reflects certain
key mechanisms of a health or environ-
mental effect shown by some prototypi-
cal chemicals than to show that an out-
dated traditional test can be reproduced
with the new test. Especially for newly
emerging areas (neurodevelopmental
toxicology, endocrine disruption, im-

Prospective

D Similar test
/::atch-up

Performance
standards

Validated test <gmmmii, Me-too test

Fig. 3: Validation and Weight-of evidence

Equivalence?
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munotoxicity, respiratory irritation, res-
piratory sensitisation, etc.), for which no
traditional tests exist, such an approach
appears to be most promising. At the
same time, this represents an enormous
challenge to the transparency and scien-
tific rigor of the process.

Where are we with regard to
the validation of alternatives?

Validation is not a process set in stone,
but one that can continuously be opti-
mised and tailored. The definition of the
Modular Approach (Hartung et al., 2004)
represents only one landmark, which has
already been pushed further by discus-
sions accommodating different types of
test validations as summarised in Figure
3 (see also: Balls et al., 2006; Hoffmann
and Hartung, 2006a).

We have to distinguish first of all
whether the data considered for validation
already exist and are to be analysed “ret-
rospectively” or whether a “prospective”
study is to be carried out. These two ap-
proaches are not mutually exclusive, as
data lacking in a retrospective analysis
might be complemented in a prospective
manner. During a running validation study
a similar test might “catch up” and can
still be included in the evaluation. Later,
when a test has already been validated,
new variants of the same test might
emerge from different originators. The
question of “equivalence” of these “me-
too” developments (a term borrowed from
the area of generics for pharmaceuticals)
will arise. In order to avoid re-entering
large trials, performance standards must
be defined already in the context of the
original validation and peer review to
guide what will be required to attain
equivalence. ECVAM is in the process of
setting up the reference laboratory COR-
RELATE to carry out such assessments of
equivalence among other things. Many of
these processes require “weighing of evi-
dence” (Balls et al., 2006).

Figure 4 summarises some of the open
questions relative to the seven modules
(left side) defined in 2004. They have
been tackled in this article: How do we ac-
commodate the mechanistic basis? Which
variants of a test are equivalent? How can
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Test definition

Mechanistic validity, Similarity of tests

Within-lab. variability

Transferability

Between-lab.variability

Retrospective
Quality?
Scoring?

Metaanalysis

Equivalence of

protocols?

Predictive capacity

Reference, PM / DIP

Applicability domain

Define, expand, restrict

Minimum performance
standards

Applicabiliy, Limitations
Equivalence by reference lab?

Fig. 4: Open questions modular approach

we quality score existing data? How does
one perform a meta-analysis of data and
what data must be included? What is our
point of reference if not a traditional test?
How can we derive a prediction model
(PM, or as OECD prefers to call it a Data
Interpretation Procedure, DIP)? How can
we define and later change the applicabil-
ity domain of a test? How can we assess
the equivalence of a method that is similar
to a validated one?

Continued discussion must further
shape the details. Practical work and per-
haps also procedures and thinking are at
this moment very much driven by the ar-
eas of chemicals and cosmetics; the po-
tentials for pharmaceuticals and basic re-
search for example have been discussed
elsewhere (Hartung, 2002; Gruber and
Hartung, 2004). These areas will also re-
quire specific considerations such as:

- parallel testing with the established tests
for batch release/product control tests

- product-specific validations

- quality assurance of methods used in
research (only example so far is the in
vitro production of monoclonal anti-
bodies) instead of defined tests

- general quality control issues such as
Good Cell Culture Practice (Coecke et al.,
2005), which is currently adapted to spe-
cific areas of interest such as stem cells

- opportunities to control pre-clinical
safety assessments with the results of
volunteer studies in drug development
(noteworthy up to 30% of the drug can-
didates which make it into volunteer
testing after having passed the toxico-

logical tool box must be abandoned ow-
ing to toxic side-effects)

- methods for biologicals (especially hu-
man proteins and antibodies against hu-
man structures), which will be difficult
to validate owing to the absence of rel-
evant animal data

The changing political environment

(7™ amendment of the cosmetics direc-

tive 2003 and REACH 2006) has evoked

an unprecedented validation programme:

At this moment, 187 test methods are un-

der validation. It is important to note that

these are at very different stages of the
process (between reproducibility assess-
ments after test standardisation and final
peer-review by ESAC, ECVAM’s scien-
tific advisory committee). As important,
however, is that an approach towards an
evidence-based toxicology is emerging

(Hoffmann and Hartung, 2006b), in

which validation shall form one pillar of

the self-renewal of toxicology.
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